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New Data Centre Trends Cause Disruptions

Application Trends

Web 2.0 / DevOps Public / Private Cloud
i@hadaap g]% n

openstack® “imEC2
Internet of Things 4 & - !
docker OpenVZ
InterCloud
25% CAGR—BIg Data! _ _
10G LoM?3 45% Multi-Hypervisor* 2/3rd of all Workloads in
75% Bare-Metal? Linux Containers Cloud by 2017

A New Application Centric Infrastructure is Required

Cisco (l Vfrl
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Benefits of the Cisco Approach — Application Agility

Delivery Agility Across the Application Lifecycle— Day Zero and Beyond

Application
Deployment minutes days

Time

Faster Process Handling Faster Rollout at Scale

»% 2 g

do , do 2 Q0
~do” 2 0 &
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Common Policy Framework Policy-based Automation

weeks

App + Infrastructure: Visibility

Faster Troubleshooting

Cisco (( V&/
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Networking Today

Designedfor North / South campus
traffic

8
£

-1
~ /

East/ Westtraffic is inefficient &
can be unpredictable

-
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Bandwidth & latency is not
deterministic

Cisco (l V&/
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Networking Challenges

Policy Set Complication

Overlapping rule sets,
complex inheritance,
oversubscription

Poor Scalability

Hard to insert
resources, power/port
constraints, “fat” flows,
expansion

Low Versatility

Complex traffic
engineering, VLAN/DRP,

suboptimal paths

Cost of East-West Services

Multi-pass inspections,
“slow” network traversal,
“hairpinning”, waste of
compute cycles

Physical Network
Limits Applications

Need intelligence to
abstract application

flows
Cisco (l V&/
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Today’s DC Challenges:

Why Network Provisioning is Slow: Traditional 3-Tier Network Design

\
,{ Traditional DC Edge 1
I 3-Tier Network :
1
! :
' I
1 4 !
' I
\ I
' I
! I
' I
' I
' Fabric g 1
! = Extenders |

_ gl \_ Extenders J \. J | ..

3-Tier DC Network Design

Cisco (l pr/
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DC Fabric Trends

A . Qverall bandwidth capacity
increases
) * Routing
40G/100G Links Width of spines
v Redundancy Model
A « Physical Infrastructure

40G Links

< Higher Scale Compute = }10G Servers

Early Integration of 100G north-south focused— DC edge

Cisco (l V&/
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Solving Today’s DC Challenges:

Architecture: Spine-Leaf Fabric Design

—— e e o e = =
—— o e -

-~ — - - —— -

Spine-LeafFabric DC Network Design (Clos Fabric)

Cisco [l Vfrl
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Three-Tier vs. Leaf Spine

Access and Aggregation Routed Access (Leaf Spine) —
vPC VXLAN

Cisco Il Vf/
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Types of Overlay Edge Devices

Network Overlays Host Overlays Integrated Overlays

Fabric DB

Physical Physical Virtual Virtual Virtual Physical
- Router/switch end-points *  Virtual end-points only + Physical and Virtual
« Protocols for « Single admin domain « Resiliency + Scale
resiliency/loops N :
« VXLAN, NVGRE, STT - X-organisations/federation

- Traditional VPNs

« Open Standards
- OTV, VXLAN, VPLS, LISP

Tunnel End-points

Cisco (( V&/
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Application Networking Infrastructure

| ———. . R ———————.
- [\

NS et AN
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-

Spine

Leaf

Cisco (l V&/
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Modernising the Data Centre — P+V+C

High Performance Secure Foundation— Open Programmable Interfaces

EXISTING 2/3-TIER DESIGNS

PROGRAMMABLE SDN OVERLAY MODEL

( - )
| ORI

.r..ﬁgws-s-g‘\
@ v |9

Modernised Operating System
Programmable Open APIs
Any 3 Party Controller

Linux Containers

BRKDCT-3641

Integrated Network Virtualisation
(no Gateways)

VXLAN Bridging, Routing, BGP
Linux Based DevOps

© 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 16

APPLICATION CENTRIC
INFRASTRUCTURE

Any Hypervisor — No VM Tax
Physical & Virtual
Open API's & Controller
Group Based Policy Model

Cisco (( V&/
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Why VXLAN Overlay Was Created?

Customer Needs VXLAN Delivered

VM Mobility Seamless VM Mobility

Secure Multi-tenancy Traffic & Address Isolation

I\ _ | & TR T 1o R R P o
- - \.r.. \.r.. i’i.ili';’i! \i'i.ili'ili! ( y
Wy Ciscoll V&/
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VXLAN VTEP

VXLAN terminatesits tunnels on VTEPs (Virtual Tunnel End Point).
Each VTEP has two interfaces, one is to provide bridging function for local

hosts, the other has an IP identificationin the core network for VXLAN
encapsulation/decapsulation.

Transport IP Netwa

VTEP

VTEP
IP Interface IP Interface

Local LAN Segment Local LAN Segment
| l

»
End System End System End System End System Cisco (l W'/
BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 19
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VXLAN BUM Traffic over Transport Multicast

VXLAN BUM (Broadcast, Unknown Unicast and Multicast) traffic is transported
over the VXLAN segment control multicast group.

»

BRKDCT-3641

RN

wa1sAs
walsAs

by

_r——
- ——
End SystemA End SystemB
MAC-A MAC-B
IP-A IP-B
Cisco (( V&/
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VXLAN Flood and Learn

MAC_A 30000 E1/ MAC_B 30000 E1/4

fay

2

-

f‘ MAC_C 30000 E1/8 \

A%

) ciscoltve!
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VXLAN Taxonomy (1)

Edge Device

I Local LAN

Physical
Host

Local LAN
Segment

Local LAN Host
Segment

Virtual Switch

% .,

Cisco (l pr/
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VXLAN Taxonomy (2)

Local LAN
Segment

=

I Local LAN =
Segment Encapsulation | &
= -

Physical
Host

Physical
Host

VTEP — VXLAN Tunnel End-Point

VNIVNID — VXLAN Network Identifier o » /
ciscollVE,
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VXLAN Gateway Types

VXLAN Taxonomy

Egresspacketis|EEE 802.1q

- - Ingres;I\E/éLAN pactket taggedinterface. packet is
« VXLANto VLAN Brldglng ﬂ S
— (Layer-2 Gateway) R ey

Ingress VXLAN packet EgressVXLAN packetis
on RED segment ROUTED to new segment

« VXLAN-to-VXLAN Routing
— (Layer-3 Gateway)

VXLAN Router

Egresspacketis|EEE 802.1q
taggedinterface. packetis
ROUTED to new VLAN

Ingress VXLAN packet
on RED segment

« VXLAN-to-VLAN Routing
— (Layer-3 Gateway)

Cisco (l V&/
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VXLAN Deployment Considerations

Underlay

 MTU and Overlays

* Unicast Routing Protocoland IP
Addressing

» Multicast for BUM* Traffic
Replication

Cisco (l Vfrl
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MTU and VXLAN

f | « VXLAN adds 50 Bytes to the
Outer MAC Header Original Ethernet Frame
% » Avoid Fragmentation by adjusting
2 Outer IP Header 5 the IP Networks MTU
g R « Data Centres often require Jumbo
5 [\ J MTU; most Server NIC do support
£ T ——— up to 9000 Bytes

« Usinga MTU of 9216* Bytes

g accommodates VXLAN Overhead
Original Layer-2 Frame 5 p|US Server max. MTU
* No Fragmentation Needed

*Cisco Nexus 5600/6000 switches only support 9192 Byte for Layer-3 Traffic

Cisco (lVf:/
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Building Your IP Network — Interface Principles
Underlay

* Know your IP addressingand IP
scale requirements

— Best to use single Aggregate for all
Underlay Links and Loopbacks

— IPv4 only

— For each Point-2-Point (P2P)
connection, minimum /31 required

— Loopback requires /32

* Routed Ports/Interfaces

— Layer-3 Interfaces between Spine and
Leaf (no switchport)

* VTEP uses Loopbackas Source-
Interface

Cisco (l V&/
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IP Unnumbered — Simplifying the Principles

Underlay

* IP Unnumbered — Single IP
Address for multiple Interfaces

« Well-Known from Serial Interfaces
(backin time)

» Used for Layer-3 Interfaces between
Spine and Leaf (no switchport)

» For each Switch in the fabric, single
IP address is sufficient

— Loopback for VTEP

— IP Unnumbered from Loopback for
routed Interfaces

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public

Check Platform & Release Supportfor Ethernet IP Unnumbered (' /
ciscollVC,
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Building IP Network — Routing Protocols: OSPF

Underlay

* OSPF — watch your Network type

— Network Type Point-2-Point (P2P)
* Preferred (only LSA type-1)
* No DR/BDR election

 Suits well for routed interfaces/ports
(optimal from a LSA Database
perspective)

» Full SPF calculation on Link Change

— Network Type Broadcast

« Suboptimal from a LSA Database
perspective (LSA type-1 & 2)

* DR/BDR election

« Additional election and Database
Overhead

Cisco (l V&/
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Building IP Network — Routing Protocols: IS-IS
Underlay

* IS-IS — whatwas this CLNS?
- Independent of IP (CLNS)
- Well suited for routed interfaces/ports

- No SPF calculation on Link change;
only if Topology changes

- Fast Re-convergence
- Not everyone is familiar with it

Cisco (l V&/
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Building IP Network — Routing Protocols: IBGP

Underlay

* IBGP + IGP = The Routing Protocol
Combo

— IGP forunderlay topology &
reachability (e.g. 1S-IS, OSPF)

— iIBGP for VTEP (loopback) reachability

— IBGP route-reflector for simplification
and scale

— Requires two routing protocols

Cisco (l V&/
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Building IP Network — Routing Protocols: eBGP

Underlay

AS #65500

- eBGP

— eBGP Peer is IP interface

* Loopback would require additional IGP
and eBGP multi-hop

— Multiple Autonomous-Systems (AS)
* Minimum amount of AS is two

— Many BGP Neighbours
» For each neighbouring p2p interface

— AS Path
« Src and Dst AS might be same

— No Route-Reflector
« But next-hop needs to be unchanged

AS #65501

Cisco (l V&/
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Multicast Routing
Underlay

May use PIM-ASM or PIM-BIDir (Different hardware has different capabilities)

- Nexus 1000v Nexus 3000 Nexus 5600 Nexus 7000/F3 Nexus 9000 ?:22 1888 ASR 9000

Multicast IGMP v2/\3 PIM ASM PIM BiDir PIM ASM / PIM BiDir PIM ASM PIM BiDir PIM ASM / PIM BiDir
Mode

» Spine and Aggregation Switches make good Rendezvous-Point (RP) Locations in
Topologies

* Reserve a range of Multicast Groups (Destination Groups/DGroups) to service the Overlay
and optimise for diverse VNIs
* In Spine/Leaf topologies with lean Spine
— Use multiple Rendezvous-Point across the multiple Spines
— Map different VNIs to different Rendezvous-Point for simple load balancing measure
— Use Redundant Rendezvous-Pint

» Design a Multicast Underlay for a Network Overlay, Host VTEPs will leverage this Network

Cisco (l Vf/
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Multicast Enabled Underlay: PIM ASM

Underlay
* PIM Sparse-Mode (ASM)

* Redundant Rendezvous-Point using PIM
Anycast-RP or MSDP

e Source-Tree or Unidirectional Shared-
Tree (Source-Tree shown)

— Shared-Tree will always use RP for
forwarding

* 1 Source-Tree per Multicast-Group per
VTEP (each VTEP is Source &
Receiver)

« Example from depicted topology

— 3 VTEPs sharing same VNI and Multicast-
Group mapping (single Multicast-Group)

— 3x Source-Tree (1 per VTEP per Multicast- X /
Group) Cisco (l Ve,

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 34
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Multicast Enabled Underlay: PIM SSM

Underlay

* PIM Source Specific Multicast (SSM)
* No Rendezvous-Point required

e Source-Tree or Unidirectional Shared-
Tree

* 1 Source-Tree per Multicast-Group per
VTEP (each VTEP is Source &
Receiver)

« Example from showed Topology

— 3 VTEPs sharing same VNI and Multicast-
Group mapping (single Multicast-Group)

— 3x Source-Tree (1 per VTEP per Multicast-
Group)

Cisco (( V&/
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Multicast Enabled Underlay: PIM BiDir

Underlay

* Bidirectional PIM (BiDir)

* Redundant Rendezvous-Point using
Phantom-RP

 Building Bi-Directional Shared-Tree

— Uses shortest path between Source and
Receiver with RP as routing-vector

« 1 Shared-Tree per Multicast-Group

« Example from depicted topology

— 3 VTEPs sharing same VNI and Multicast-
Group mapping (single Multicast-Group)

— 1x Shared-Tree (1 per Multicast-Group)

Cisco (l V&/
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VXLAN Design Considerations to Remember

» Multi-Destination Traffic (Broadcast, Unknown Unicast, etc.) needs to be
replicatedto ALL VTEPs serving a given VNI

— Each VTEP is Multicast Source & Receiver
* For agiven VNI, all VTEPs act as a Senderand a Receiver
« Head-End Replicationwill depend on hardware scale/capability

* Resilient, efficient, and scalable Multicast Forwarding is highly desirable
— Choose the right Multicast Routing Protocolforyour need (type/mode)
— Use redundant Multicast Rendezvous Points (Spine/Aggregation generally preferred)
— 99% percent of Overlay problems are in the Underlay (OTV experience)

Keep in Mind
Overlay Convergence = Underlay Convergence!

Cisco (lVf:/
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VXLAN Use Cases

L2 STP/VPC Replacement— Routing Off-Box

Traditional Layer-2 POD Design
—=

==
occoe D L2 Link

L3 Link

Challenges:
Hard to Scale --- Layer-2 fault

i5 AR
DC Aggregation . .
ll P GW ll domain size grows as the POD
: grows

~y

Layer2 VAN Dommain

X ~\

Cisco (l Vfrl
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VXLAN Use Cases

L3 Routed Access Replacement— Routing Off-Box
Traditional Layer-3 POD Design

== ==
occoe D L2 Link
L3 Link

Challenges:

Layer-2 connectivity is
constrained below each access

switch, limiting application
workload mobility

DC Aggregation .l

e = —— = — ey e

IP GW IP GW IP GW IP GW

Cisco (l Vfrl
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VXLAN Design - VXLAN Bridging

Spine-LeafDeployment: Router on a Stick Design with Routing Block

L2 Link
L3 Link

Router on a stick designto
provide IP gateway and
routing function for VXLAN
extended Layer-2 segments

o —
Leaf
VTEP

VLAN Purple VLAN Orange

_Routing

\IP GW for VxLAN Extended VLANs/

Cisco (l Vfrl

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 40
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VXLAN Design - VXLAN Bridging

Spine Leaf Deployment: VTEP on a Stick Design with IP GW on Aggregation

L2 Link
L3 Link

VTEP on a stick design

_ A . .
, IP GW for Aggregation Switches are the
—_— VxLAN

DC Aggregal e 5 RECE — == centralised IP gateway.

DC Access

VLAN Purple VLAN Orange

41

Cisco (l Vfrl
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VXLAN Design VXLAN Bridging

Data Centre Interconnect (DCI): L2 Extension Across Pods

L2 Link
L3 Link

VTEP

VTEP (Layer-2 only)

(Layer-2 only)

/ 2y Do \
p———

e g e gl

Cisco (l pr/
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VXLAN Design - VXLAN Bridging+Routing

Spine-LeafDeployment: Centralised IP Gateway

Separate routing blocks
provides centralised IP
, gateway and routing for
Sz VXLAN extended Layer-2
segments

—_ Routing _Routingv

VTEP VTEP

Leaf

VTEP VTEP

VTEP
\

IP GW for VXLAN Extended VLANs/

Cisco (l Vfr/
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VXLAN Design - VXLAN Bridging+Routing

Spine-LeafDeployment: Distributed IP Gateway

L2 Link
L3 Link

IP gateways are manually
Spine distributed among leaf
VTEP switches

| r - \ -
- - I — A - > i
Leaf | IFCE B o Fouting $ i i i

= ROt Routi
VTEP VTEP VTEP VTEP VTEP VTEP

IP GW VLAN Group 1 IP GW for VLAN Group 2 IP GW for VLAN Group 3

VLAN Purple VLAN Orange

Cisco (l Vfr/
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VXLAN Design - VXLAN Bridging+Routing+Anycast GW

Spine-Leaf Deployment: Distributed IP Gateway

L2 Link
L3 Link

Spine
|
| VTEP VTEP VTEP VTEP

IP GW for ALL VXLAN Extended VLANSs

Cisco (l V&/
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Challenges with Traditional VXLAN Deployments

Scale and Mobility Limitations

“l‘ - .l w ﬁ ﬁ aeazae/ il-l-a

LIMITED SCALE LIMITED WORKLOAD MOBILITY
Flood and learn (BUM)- Inefficient Bandwidth Utlisation Centralised Gateways - Traffic Hair-pining

Barrier for Scaling out Large Data Centres and Cloud Deployments

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 46
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VXLAN BGP Control Plane

Host and Subnet Route Distribution

- — — -iBGP Adjacencies

RR Route-Reflectors
deployed for scaling
purposes

= Use MP-BGP with EVPN Address Family on the leaf nodes to distribute internal

host/subnet routes and external reachability information
=  MP-BGP also used to distribute IP multicast groups information

=  MP-BGP enhancements to carry up to 100s of thousands of routes and reduce

convergence time
References: A Network Virtualisation Overlay Solution using EVPN (draft-sajassi-nvo3-evpn-overlay-01) . ( ’ /
ciscollVl)

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 47



VXLAN BGP Control Plane

Host Advertisement

Spine
NLRI:
Host MAC1, IP1
NVE IP 1
VNI 5000
Ext.Community: == | ﬁ Leaf
Encapsulation: VXLAN, NVGRE

Cost/Sequence iw\u 5000

Host 1
VLAN 10 P VNI Next- Encap

1. HostAttaches bt

1 1 5000 IP1 VXLAN

2. Attachment VTEP advertises host’'s MAC (+1P) through BGP RR

Cisco (l Vfrl
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VXLAN BGP Control Plane

Host Moves

NLRI:

Host MAC1, IP3
NVE IP 1
VNI 5000
Ext.Community:
Encapsulation: VXLAN, NVGRE
Cost/Sequence 1 Leaf

VNI 5000
[%

Host 1
VLAN 10

1. Host Moves behind switch S3
2. VTEP-3 (S3)detects Hostl and advertises H1 with seq #1

3. VTEP-1(S1) sees more recent route and withdraws its advertisement

Cisco (l Vfrl

Next-Hop Encap

IP3 VXLAN

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 49
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Next Gen VXLAN Fabric w/BGP E-VPN Control Plane

Delivering Multi-Tenancy and Seamless Host Mobility at Cloud Scale

Route Route
Reflector; Reflector

INTEROPERABLE INCREASED SCALE OPTIMISED MOBILITY OPERATIONAL FLEXIBILITY

Breaking the Traditional VXLAN Scale Barriers

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 50
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Network Automation Today

In a majority of environments:
— Stage configuration in Notepad, copy/paste

— Automation according to definition of fixed
third party tools

— Conversational configuration via expect
scripts

Challenges:
— Manual, repetitive, error-prone tasks
— Waste time & talent

— Network lags behind industry automation
capabilities

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 52

e Avl L e TSNS

Pasting large configuration:

% Invalid command at '™’

class copp-s-igmp
police pps 4@0@

class copp-s-routingProto2
police pps 130@

class copp-s-veroutingProto?
police pps 1l3@@

% Invalid command at '*

ETFDCIMIkL{ config-cmap

Typo? Start from scratch

Cisco ((Vf/



P 4 S UFEEERREE N\ |\ S L . BRI
The Business Need for Network Programmabillity

* Networks grow to * Business relies on * High value
accommodate Apps infrastructure engineers being
. . asked to focus on
* More devices to * Lost uptime is lost strategic tasks and
manage revenue shift away from
« Save time with * Minimise human error maintenance

repetitive tasks

!v
[/,

Come in we're

Open

Business Hours

Cisco (l V&/
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What's Driving DevOps Adoption?

“Organisations with High Performing DevOps
organisations were 2.5x more likely to exceed profitability,
market share and productivity goals...

...and had 50% higher market capitalisation growth over 3

years...”
- They’re more agile - They’re more reliable
- 30x more frequent deployments « 2x the change success rate
- 8,000x faster lead time than their - 12x faster MTTR
peers
Source: Puppet Labs 2014 State Of DevOps - hitp://puppetlabs.con/2013-state-of-devops-
infographic

Cisco (l V&/
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App Development via DevOps is Changing Behaviour

DevOps

Configure once,
run anything

o“-—..____.-r'"
Build once,

- oo
run anywhere

O

ﬂ * Dewvalopar

Cisco (l pr/
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DevOps — High Level Premises

1. Flow DY o | —) Ops

Dev Ops
Experimentation
b Qev

and Learning —_—) Ops

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 56
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DevOps: Where Does Each “Tool" Fit ? =
’ MANAGEMENT (O&M)

INTEGRATION
S
HP OPENVIEW
e gradl
(21 gracie A\ puppet @] vmware
\‘ Ss=|===
sonarqube | . ISR
Q > software

CFEngine
Maven
. <bmesoftvare
< git

arhfacto solarwinds 7

[ ] < "‘C:I:A"r; | ANSIBLE
NGINX ? cisco
D SysTécmrgglr:ter
Cucumber (
Ciscoll V&/
57
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What About the “Loss in Translation”?
APPLICATION LANGUAGE NETWORK LANGUAGE

@BExchange TiEnbED w B> SharePoint

Application Tier Policy and
Dependencies

Security Requirements
Service Level Agreement
Application Performance
Compliance

Geo Dependencies

Etc.

Cisco (‘ V&/
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Programming: One Skill Applies to Many Tasks

* Nexus Portfolio
— Python, Bash, NX-API

« ACI/ APIC
— REST, Python, etc.

 And outside...

— All major OS’ 7 ?5 }

Programming Classifications

#!/usr/bin/env python
print ('Hello World!')

#!/usr/bin/env thon
#!/usr/bin/env python Off BOX print ('Hello Wo}?]’.d! ") Oﬂ BOX
el e o L e Ex: REST, NX-API Ex: Bash, Python
Cisco(l Vfr
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Programmability Sample Use Cases

Application Monitoring Super Commands Topology Mapper
4 @\ (- ) /ez-:-—| )
== P ' E!% '
i —= \%ﬁ
Proactive: Efficient: Scale:
Get ahead of Create super- Execute a push model
applicationissues and commands to for commands in
gather network encompass multiple multiple places
WOrmation in real—tiw @ubleshooting Steps/ \ /
Off-Box On-Box Off-Box ,
Cisco("/f/
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NX-OS

Evolution
Enabling DevOps

& outh /l jiC]
AR NXAPI pibeg! Chef

POAP ONIE a4 &

Linux/Python | = |
PXE /l y \V 4

XMPP,

Daemon,

START-UP,
BOOT-UP

EASE OF MODULAR OPEN 3" PARTY PROGRAMMABLE READY FOR
OPERATIONS APPS DEVOPS
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DC and Cloud Networking Portfolio — Nexus Family
Ready to Lead 10G/40G/100G Transition

Nexus 9000
ACI Ecosystem

New [|15-jr§.r_|‘|:|§

New = |
New - Nexus Nexus 7000/7700
e Nexus
‘ Nexus*""" Ui,

-
NES IS 3548/3100

Nexus 2000/2300
1000V/AVS

OPEN HIGH PERFORMANCE FABRIC SCALABLE SECURE SEGMENTATION
APIs/ Open Source/ Application Policy Model 1/10/40/100 GE VXLAN, BGP-EVPN
S —————————— S —————

Resilient, Scalable Workload Mobility LAN/SAN Operational Architectural
Fabric Within/ Across DCs Convergence Efficiency—P-V-C Flexibility

DELIVERING TO YOUR DATA CENTRE NEEDS Cisco(('/&l
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Nexus 9000 — Two Modes of Operation

Standalone

NXOS w/ Enhancements Open, Flexible & Choice of
Programmability Modes

}JJJJ%JJJJJJJ.‘JJJ
Al W |
o o

3

o

1Y)
L LN
| |
|

Centralised Fabric
Programmability

1/10/40/100GE
Common Platform

Network Ops Driven, Switch Automation Policy Based Fabric Automation

Cisco (l pr/
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Cisco NX-OS

Automation and Visibility
Open Access Orchestration
& Programmable  vTracker

Puppet/Chef integration * Dynami
* OpenStack network

e BASH access

* Broadcom shell access plugin
e Linux containers/Guest . Open
Shell P , e
« NX-API * XMPP support + SMTP email “pipe” output
« XML/JSON RPC, NetConf + Email support + Embedded Event
« Python scripting/Python Manager (EEM)
Daemon

» OpenFlow support
* Cisco onePK™
« Customisable CLls
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LINUX Server Management
Dev-Ops

[} ooenstacc Cloudstack

open source cloud computing

Orchestration

Nagios zencss

Monitoring

Package/Application
Management

PXE/
Network Boot

Cisco (l Vf/
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Consistent Dev-Ops Toolset and Operational Model

Extended to the Network Devices

3¢ Party (=
DaeMgNyS Python ( nopenstaCkW\ / \

CLOUD SOFTWARE Object DRIVEN

Orchestration NX-API
e Linux #/ lldpd
netdevice f::/pdump
Monitoring Layer2 Linux #lifconfig
netdevice #lip route
NX-API Layer/s IRk

Package/Application NC
Management Chef

/:\ #CFEngine

puppet
PXE onie

labs
1 A AN /
BROADCOM. 1=l
M CISCO" %4,
B 5 Cisco and/or its affiliates. All rightsreserved. Cisco Public 66
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Open NX-OS Package Management

Target Architecture

0

3 Monitoring/Visibility :

< * Linux Kernel

‘ + Yocta Toochain

; aragement |+ R pased packages
§ Routing/Switching Packages anagemen for infrastructure

N  YUM/RPM services

5 « 3" party daemonand

= NXOS KLMs packages (e.g. 3 party
. - routing

-

= 64-bit Yocto Based Linux Kernel

&

S

©

3 ] ,

L Switch Ports Clsco(ll/&/
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Yocto Kernel
Open Embedded Tool Chain YOCI:O :

PROIJECT

« Open NX-OS leverages a 64-
bit Wind River Linux Kernel

Wind River Linux 5 Architecture

with Yocto 1.2
| e | S22
- Provides open systems
development environment yocto . 2

Ecosyslem

Test Management
(optional add-gn)

 Yocto Projectuses a build
system based on the
OpenEmbedded (OE) project

Migration and Design Services

L
&
a
=

ul

]

-]
]

o
=
@

&

-]
1

£

Wind River Simecs
(optional add-on)

Wind Rivar Linux Oplimized

Cross-Architecturs Run-Tima

- https://www.yoctoproject.org/do
wnloads/core/denzil121 http://www.windriver.com/announces/y

fo-Droiect/ :
OClO-projec Cisco("/f (

’
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RPM Package Management via YUM yuim

LXC and Native Daemons

 Ability to install Linux Daemon in an
LXC or in the NX-OS kernel

« Install 3™ party apps like
tcpdump, tcollector, iperf etc.

« Install standard config
management systems like

) standard Linux
« Daemon managed via standard constructs
Linux interfaces
« Built-in support for YUM package - | Open Embedded I
manager : 64 bit Build server

Environment

« Patching and upgrade using
standard rpm/yum workflows

« BGP can be upgraded via “yum
update”

SPR—
UDP Hello

Build Server i ,
Target Switch Cisco ("/&/
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NX-OS Linux Interfaces

* Issue a CLI to gain accessto
Linux Bash Shell

 Leverage favorite Linux
commands like ps, grep etc.
available and could be used for
further monitoring and scripting

« Bash shell has non-root
privileges to protect against
unintended operator errors

* Role-based accessto Bash

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 70
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. e
i TONES \‘“"ﬂ_“\'h

{ Bash Shell l

—

Cisco ((Vf/



P 4 CENEEAERE N\ |\ e ] AN L e OSSN

NX-OS Interfaces as Linux Netdevs
Stage 1 — Accessto Layer 1 and 2 NX-OS Constructs

w0
o
g « Accessto switch
infrastructure via Linux
§ Network Stack
o
B « Ifconfig, tcpdump,
Z openLLDP etc.
» socket/libcap
© — applicationsto
= etbevices
T :  Subit | send/snoop pkts
& Linux Subintf
§ [ Networking aolicigiCl] n to/from ASIC to CPU
£ Eth1/1 | Ethi2
)
g
e ol
% Switch Ports Cisco("/f:
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NX-OS Kernel Stack Interfaces

Stage 2 — Accessto Layer 3 NX-OS Constructs

(%)

o

< - Allows 31 party apps to

Inject routes to

§ hardware using Linux

(.% E Adjacency 3 Party Routing interfaces

§ Table Protocol RPM's . |nSta|| 3rd party routing
/’ protocols built on Linux

- interfaces

S T Neevices - Accessto ioctl kernel

x e ¢ infrastructure

g

o

g

g ve!

. Switch Ports Cisco("/f:
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NX-OS Kernel Stack Interfaces

Stage 3 — Representing VRF Context via Linux Name

3

Q- N

R - Forwarding

@ information within the

(% ‘VRF’ context can be

s accessedvia a

(70} . .

= corresponding Linux

N Name Space

;:: 2278 e NetDevices :

i Space R Portchannell b Sﬁtns, |p\'/nRe|£nS tO
change S

%5 Linux Networking Stack Eth1/1 Eth1/2 g

:

g

S 1 /

cIU Switch Ports Cisco("/f:

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 73



P 4 UNEEREEE N\ | 3 e ]
Linux Containers (LXC) w

- Provides a secure and segregated LXC is an operating system virtualisation technology
operating environment for that shares the host kernel with the guest but
applications provides isolation through namespace extensions to

the Linux kernel. hitp://linuxcontainers.org/

« Can run either Cisco or Open
Source applications

« Can use standard Linux distros T e
s | i B gy
-« OS Level Virtualisation < 1 £
(@)
- Shared Kernel é Guest Linux Root
. \ ) File System
« Shared physical resources ( Host OS (Linux Root File System)
) Host OS (Linux Kernel)
 Isolation through name spaces

Cisco (l Vf/
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Secure LXC Containers

* Enable Nexus 9000 switches to host customer applications using LXC virtualisation
technologies

* Customers can compile & package their applications into OVAs for deployment on Nexus 9K

Trust Boundary for Base LXC to host trusted Cisco applications
Secure LXC Containers « Namespace separation with LXC
\l Host LXC Container « Cgroups to limit resource usage
I - ..
/root I
0 Secure LXC to host customer applications and
NOS n p: i : App protect the integrity of the host system
I » Drop capabilities to limit a privileged user
o * Use of Secure Linux technology, like SMACK, to
address risks to host 3" party applications running at
I root privilege
* Restrict TIPC

cgroups

/proc
/dev

I Support for both 32-bit and 64-bit containers

Cisco (lVf/
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LXC — Linux Containers (Cont’d)

LXC Benefits
* Isolates Applications and Operating Systems
* Provides nearly native performance as LXC
manages resource allocation in real-time
* More elastic than a full hypervisor
* Less time to start
* No need for a separate kernel boot
» Lightweight

LXC Limitations
« Shares kernel with underlying OS
* Only allows for Linux guests
* Not a full virtualisation stack
« Security depends on the host system

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 76
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LXC Containers

Container

Application 1

Application 2
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LXC — Linux Containers (Cont'd)

OVA Deployment W orkflow

virtual-service install
name <app name> package
<file uri>

Install Service

virtual-service //7 \N

uninstall name <app name>

Un—InstaII Start Service virtual-service <app-
Service name>
activate
virtual-service
upgrade name <app name> Upgrade Service Monitor Service
package <file uri>
Manage é(/’ show virtual-service global
Service show virtual-service list

virtual-service connec show virtual-service detail name <app-

show log
copy core

name>
show virtual-service utilization name

e Cisco[( Vfrl
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Guest Shell

Guest Shell is an embedded Linux G tShell i
environment that allows customers ues ) elris
automatically enabled.

DevOps) to develop and run custom
( Ps) P m Zero-touch.

applications for automated control and 3 party - Gisea
w 64bitapplication
environment

management of the Nexus family of Apps
Guest Shell ships with

Open Source

Tools, utilities, applications

data centre switches.
NXOS CLI interface

» Access the Guest Shell from

' hon support enabled.
. E)éSeSssCll\_lIXOS CLI fromw ithin the Q GUEST SHELL m pyt pp
Guest Shell \

C and Java support can
be added through YUM
installs.

onePK APIs e e Apsz < Apsz

» Accesstoarichset of NXOS APIs
for interface to management and
datapath functions.

Open Source Cisco c
Feciacss L Upgradeable root

Python System APIs packages

* BCM shell ?

* What else?

bootflash Built on Secure LXC.
- Read/w rite access to the NXOS NeXUS

bootflash. Cisco (( V&/
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Guest Shell (Cont'd)

Guest Shell “What” Guest Shell Innards

v'Linux Container Environment RPM package manager (yum)

v Symbiotic relationship with Network OS. Python interpreter (pip Support)

v" Activated at boot time.

v Application and programmatic interface habitat. onePK libraries

v' Can be resized as needed by user (via CLI). bootflash: access

Modular
/1' 3 /
= ».  Resource
Secure | Isolation
inux .
Environmen

Integrate o 7 Fault
d Service Isolation

Cisco (( V&/
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Guest Shell (Cont'd)

= Guest Shell — LXC container installed and activated by default

n9396-1# show virtual-service list
Virtual Service List:
MName

Status Package Mame

guestshell+ Activated guestshell.ova

= Access Guest Shell

n9386-1# guestshell
guestshell:~%

= Run Host Commands from Guest Shell:

guestshell:~% dohost “sh wver | in 'System version'
{@}{System version: 6.1(Z)I2(3)}
guestshell:~% I

= Run Guest Shell Commands from Host

n9396-1% guestshell run pwd
Shome/guestshell
ne396-1# [

= Change vrf for Guest Shell (by default it's in the

gszE%EuE1N¢tL chvrf management ping 171.78.42.158

PING 171.78.42.158 (171.78.42.150): 56 data bytes
64 bytes from 171.70.42.158: icmp_seq=0 ttl=54 time=1.5B89 ms

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved.
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RPM Yum Install in Guest Shell

guestshell:™$ sudo chwrf management yum install bison

poky_1_5_1_x86_64 | 951 B 00200
poky_1_5_1_x86_B4/primary | 1.4 MB 00300
poky_1_5_1_xB86_E4 G582/6552
repositoryl | 951 B 000
repozitoryl/primary 1 1,3 ME 00300
repozitoryl B368/63680

Setting up Inztall Process

Resolwing Dependencies

--» Running transaction check

-—-» Package bison,i586 0:2,7,1-r0 zet to be updated

-—» Processing Dependency: libc,so,B for package: bison-2.7,1-r0,i586

Running Python in Guest Shell

guestshell:~% which python
Jusr/bin/python
guestshell:~% python -V
Python 2.7.3

Python PIP Install in Guest Shell
(PIP is pre-installed in Guest Shell)

guestshell:™$ pip
Usage:
pip <command> [options]
C?rmands:
nstall Install packages.
uninstall Uninstall packages,
freeze Output installed packages in requirements format,
list List installed packages.
show Show information about installed packages,
search Search PyPI for packages,
zip Zip individual packages,
unzip Unzip individual packages,
bundle Create pybundles,
help Show help for commands,

Cisco (l V&/
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Bash Access and Linux Containers

bash-4.2%
bash-4.2%
dummy@

etha

ethl

eth2

TME=1-95@B-1# run bash

ifconfig =a

Link encap:Ethernet HwWaddr ab:9f:84:2b:d3:ef
BROADCAST MOARP MTU:15@88 Metric:l

RX packets:8 errors:® dropped:@ overruns:8 frame:@
T¥ packets:8 errors:® dropped: @ overruns:8 carrier:z@
collisions:® txgueuelen:@d

R¥ bytes:8 (8.2 B) TX bytes:@ (3.8 B)

Link encap:Ethernet HWaddr 80:88:83:88:1b:81

ineté addr: fed8::200:7Ff:fe@d:1bd1/64 Scope:link

UFP BROADCAST RUNNIMG MULTICAST MTU:158@ Metric:l

R¥ packets:477374338 errors:® dropped:® overruns:@ frame:@

TX packets:272385025 errors:® dropped:® overruns:@ carrier:@
collisions:® txgqueuelen:1lOdd

RX bytes:7I5B2372696 (V4.1 GiB] TX bytes:58519512337 (54.5 GiIB)

Link encap:Ethernet HwWaddr c@:67:af:ad:ide:2e

inet6é addr: fed88::c267rafffifeadideZe/64 Scope:link

UP BROADCAST RUNNIMG MULTICAST MTU:158@ Metric:l

RX packets:4B1364@ errors:d dropped:@ overruns:8 frame:@

TX packets:182@72 errors:® dropped:@ overruns:@ carrier: @
collisions: @ txgueuelen: 1828

RX bytes:7A6614536 {673.8 MiB} TX bytes:91737@78 (B87.4 MiB)

Link encap:Ethernet HWaddr 00:02:83:81:1b:81
inet6é addr: fed8f::200:ff:fed@l:1b@1/64 Scope:link
UP BROADCAST RUNNIMG MULTICAST MTU:948@ Metric:l

>_

Bash Shell

* Issue a CLI to gain accessto
Linux Bash Shell

 Leverage favorite Linux
commandslike ps, grep etc.
available and could be used for
further monitoring and scripting

* Role-basedaccessto Bash

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved.
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Bash Shell Access

* Monitor Memory Utilisation and Processes through Bash:

¥ \
A VAR VISR 0 sl A
Y A\ K

IR

 Leverage the standard Linux command to monitor network processes

bash-4.2$ top
shift + F
Select “N” for Memory
top - 15:00:48 up 1 day, 12:41, 4 users, load average: 0.22, 0.28, 0.33
Tasks: 219 total, 2 running, 215 sleeping, 0 stopped, 2 zombie
Cpu(s): 9.7%us, 3.3%sy, 0.0%ni, 86.4%id, 0.1%wa, 0.2%hi, 0.3%si, 0.0%st
Mem: 16402508k total, 3452904k used, 12949604k free, 258260k buffers
Swap: Ok total, Ok used, 0k free, 1477268k cached
PID USER PR NI VIRT RES SHR S $CPU 3$MEM TIME+ COMMAND
5343 svc-isan 20 0 345m 54m 7936 S 0 0.3 0:01.13 vpxl
5361 root 20 0 371Im 49m 32m S 0 0.3 3:10.56 clis
5470 root 20 0 770m 48m 1lm S 1 0.3 0:12.65 netstack
5468 root 20 0 605m 44m 6952 S 0 0.3 0:11.99 arp
5344 svc-isan 20 0 335m 43m 7768 S 0 0.3 0:01.06 pixm
5683 root 20 0 324m 32m 8612 S 0 0.2 0:00.72 12fm
5675 root 20 0 320m 3Im 14m S 2 0.2 9:29.22 ipgosmgr
5508 root 20 0 597m 31m 10m S 0 0.2 0:41.30 snmpd
5682 root 20 0 334m 30m 10m S 0 0.2 0:01.94 ethpm
5681 root 20 0 321m 30m 7636 S 0 0.2 4:51.05 diag_port_1b
5706 root 20 0 936m 26m 1lm S 0 0.2 0:14.00 pim
5664 root 20 0 314m 25m 8248 S 0 0.2 0:00.78 eltm
5703 root 20 0 604m 23m 8676 S 0 0.1 4:03.24 ospf
BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 82
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BCM Shell Access

\

* Issue a CLI to get shellaccessto underlying BCM chips
» Direct read/write accessto hardware tables
« Can Peek/Poke underlying registers

Python wrapperto get BCM Shell output

THME-1-05@B-1# bcm—shell module 1

Warning: BCM shell access should be used with caution

Entering bcm shell on module 1

Available Unit Mumbers: @ 1 2

bem-shell.d= ~[[A~[[A~((B

bem-shell.@> 13 13table show

13 13table show

Unit @, free L3 table entries: 212968

Entry VRF IP address Mac Address INTF MOD PORT CLASS HIT

147488 1 192.168.1.2 Be:82:02:82:02: 08 120826 @ e a oy

149388 1 3IB.1.1.255 149158 @ e an

158696 1 IB.1.1.1 ig@a1iz @ e an

152696 1 18.1.1.3 ig@aa7 @ e a oy

154868 1 192.168.1.15 149158 @ e an

156336 1 192.168.1.8 ilggaag @ e an (LOCAL ROUTE}

163452 1 192.168.1.13 149151 @ e a vy (LOCAL ROUTE]}

165128 1 192.168.1.3 149158 @ e an

166288 1 IB.1.1.8 ilggaag @ e an (LOCAL ROUTE]}

168288 1 12.1.1.2 128836 a 2 a8 vy

i7e444 1 192.168.1.14 iggale @ e a oy

173968 1 192.168.1.1 149151 @ e a vy (LOCAL ROUTE}

174872 1 IB.1.1.2 149151 @ e an (LOCAL ROUTE}

1798326 1 192.168.1.12 ilggaag @ e an (LOCAL ROUTE]}

1233716 1 122.188.1.11 149158 a a an

iz4688 1 192.168.1.6 Qe:82:02:82:02: 08 1e28a7 @ e a oy

126B76 1 1d.1.1.182 Q@:82:02:82:08:88 149151 @ e an (LOCAL ROUTE}

192388 1 192.168.1.9 Q@:82:02:82:08:88 149151 @ e an (LOCAL ROUTE}

193812 1 1d.18.18.18 Q@:82:02:82:08:88 149151 @ e a vy (LOCAL ROUTE}

133528 1 192.168.1.4 PR:02:02:00:08: 88 128020 a a an (LOCAL ROUTE]} »

2@le88 1 192.168.1.7 Qe:82:02:82:02: 088 149150 @ e an cisco lw
’
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Nexus 9000 - NX-API

* Open RPC API — Extensible to support REST
» Universal Access: http or https based

* Programmability Oriented

Sandbox Documentation

Response

show interface brief 1
<input> </input>
e
<eutput_fermat> [SON </output_format>
<sins_api> 3.

POST request »
Helper
type
Is
cli_show OR bash OR cli_conf 1
"int face":
input “ylan©=: T--=
"ty "eth
show version:show vlan;show interface brief on “portmode ™ :

» Ready for Integration: CLI based input and structured output (JS

ON/XML)

Cisco (( V&/
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Nexus 9000 NX-API

Open RPC API — Extensible to support REST

CLI Input

-
= e et
R e i
e e et
= e e el
Y-
) o e e e e e .
- {
e o "ins_api": {
iE . . ] "type": "cli_show",
— — "version":"0.1",
"sid": "session1",
i "outputs": {
> i "output": {

"TABLE_interface" {
"ROW._interface": [

"interface":"mgmt0",
"state": "up",
"ip_addr*:"172.21.128.227",
"speed": "1000",

"mtu": "1500"

~——

"interface": "loopback0",
"state": "up"

1
BRKDCT-3641 © 2015 Cisco and/or its affijates. All rightsreserved.

<f/ins_api>

Cisco Public 85

<?xml version="1.0" encoding="ISO-8859-1"?>
<ins_api>
<type>cli_conf</type>
<version>0.1</version>
<sid>1</sid>
<input>show interface brief </input>
<output_format>xml</output_format>

HTTP

R

g

oming packets per secord

W w 0

£ w
ime in secsnd

Programmability

Cisco (l V&/
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Ansible and NX-API

- Ansible i W W
MDB
» Agentless

° SSH transport AL ANSIBLE ORCHESTRATION ENGI!

« Push Model = il
» Python based o I %’ m _»ﬂl

- Leverages NX-API

switches
anzible

pi
state=present 0 le wls 7 1s id=100

https://github.com/Mierdin/ansible-nxapi/tree/master

ww.jedelman.com/home/leveraging-cisco-nx-api-with-ansible-to-make-your-life-easier

Cisco ((V&/
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Python Scripting

&, python

Builtin Python Shell

Can be used to execute CLI commands and reference Objects through Python
Interpreter

Most commands can be executed to return the command output as a Python
Dictionary

Pass argumentsto python scripts from CLI

Integration with Embedded Event Manager (EEM)

Cisco (l Vf/
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Community Code Development

* Visit us on GitHub:
https://github.com/datacenter/

nexus9000 Y } ( @ rear \
3 K EUE 2 redhat

* ACl and NX-OS code ( : :
examples and libraries ic -stack} Opg(f;DE

« Open source and community — A
developed tools by partners \C'TR!X}

and 3" party developers ,
o¢en } [CFEngine"”]

Cisco (l Vf/
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Python Scripting Example & python”

Serviceability— Reduce Time-to-Resolution

.......

il ——

ol o e b s m sl D b0k s visse o stk m whos o i emy itk pe e Lbe ol 2 lod
P MGG IR N N R A SR NN SR N AR R AR QR IR SR IS ST ST 0D ied et

Customer

-5‘\_ : ' - ———— p—
—— _ show interface
|

TAC Engineer

Cisco (l pr/
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Puppet/Chef Agents Chef /1\ p"'ppuabs

* Initially willrunin an LXC

* Willrun as native daemons and installedvia RPM - Q1CY15

— - =\' Define: with Puppet's declarative
- ! —| — — language you design a graph of
. relaticnships between resources within

- =| -E reusable modules, These modules define

ywaour infrastrecture in its desired spate.

e 0
an @B

Report: Pupper Dashboard reports

track relationships berseen
components and all changes, allowing
wou 1o keep up with securicy and
compdiance mandates. And with the
opeen APl you can integrate Puppet with
third party monitaring tools.

Simulate: with this resource
graph, Puppet is unigue in its
ability to simulate deployments, enabling
you to test changes without disruption

to your infrastructure.

il — define it, and automatically enforces it
#:.5[';:” to the desired state ensuring your systerm
is in cormpliance.

P — Enforce: Puppet compares your
:nur_ ” system to the desired state as you
_.|._

Cisco (( V&/
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Cisco Puppet Plug-In: Architecture

Data Centre Network

n ™ W
. -
V4

Puppet Agent

Cisco (l V&/
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Cisco Puppet Resource Type Coverage: 1

Feature Resource Name Description

Cisco Device Access

Base L2/L3 interface cisco_interface General interface & L2/L3 base settings
Interface-vian (SVI) cisco_interface_vian Create/destroy of SVIs and SVI specific
interface settings

cisco_snmp_server SNMP monitoring settings. Notification
cisco_snmp_community receiver settings not covered as of now.
CiSCo_snmp_group

cisco_snmp_user

Cisco Il Vf/
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Cisco Puppet Resource Type Coverage: 2

Feature Resource Description

TACACS/AAA** cisco_tacacs_server « TACACS global settings
cisco_tacacs_server_host « TACACS per-host settings
cisco_aaa_tacacs_group e group association and settings
cisco_aaa_authentication * mapping of groups to AAA features

“*full setnotavailable at EFT target date | cijsco_aaa_authorization (authentication, authorization,
cisco_aaa_accounting accounting).

Raw Config CLI commands cisco_command_config Resource to directly apply blocks of

configuration CLI commands.

Cisco (l V&/
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vTracker — VM Visibility

VML Info:

Ability to track VM information per

port
— List of VMs attached

e

— VM’s IP Addresses, VLAN, Port Group, VNIC, MAC Shi
address vCenter N1KV
VSM

Server

Integration with N1KV to
— Provide Upstream/Downstream Views

— Provision VLANSs on trunks to ESX Hosts

Trace VM Movement history in network
(SPLUNK integration)

Dynamic network policies

Cisco (l pr/
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VM Tracker Functionality

Add/remove vlans on interface based on VLAN requirements of VMs in the host
connected to that interface.

Automatic creation and deletion of VLANS globally. This functionality can be
enabled/disabled per connection.

Instantaneously update VLAN configuration based on changes in vCenter.
Support for Port-channel towards the host.

Ability to configure VLAN range per connection to limit the scope of dynamic VLAN
configuration.

Ability to enable stickiness of user configured native vian.
Ability to enable/disable VM Tracker per interface.

Connection to vCenter based on username/password or extension-key based
certificate.

Supports HA and Fault Tolerance features of vCenter.

Cisco (lVf:/
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Different Operations Modes with Nexus 9000

Nexus 9000 Standalone (with VTS Application Centric Infrastructure (with APIC

* OPEN

S Ll ‘:,J i |

cisco. 1/10/40/ 1OOGE

N
]

VTC Common Platform
NX-OS Working w/ multiple SDN controllers APIC data object / policy model integrated natively with NX-OS
(inclusive for NfV) running on Nexus 9000 switches (spines and leaves)

Loosely coupled integration

(custom integration and open programmability) Tightly coupled integration — Out of the box ready system

Deploy for multiple topologies Deployed as a well-known CLOS topology.
Leaf/Spine, 2-Tier Aggregation, Full Mesh It's a system approach.
Interoperable w/ 3" Party ToR Switches Must be Nexus 9000 hardware for leaves and spines as well as ACI
and WAN gear Software (switch code and APIC controller)

Cisco (l Vf/
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Virtual Topology System (VTS) Phase 1.5

Network based L2 and
L3 VXLAN for non-EVPN
(multicast-based) and
MP-BGP EVPN control
plane

1l Nexus9000 il Nexus9000

CiIsco cisco. 1 .

AN S AN

SUSOSS.

S~

VTC provides

VXLAN Overlay

orchestration/provisionin

il Nexus9300 ‘tsth Nexus9300 ‘tsih Nexus9300 ‘st Nexus9300 tsih Nexus9300 g of Nexus 9300 VTEP
[ Anycast I Gateway I services
3. OpenStack integration
VLAN VLAN VLAN Stand-by
NCS
| Hypervisor | LJ Bgr;&./lceetal Barzp'\seta' .::Il's.c':l:'). atfran]ie
x86 Server { J VTC m

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Virtual Topology System (VTS)

% Tenant Isolation
% Service Chaining NCS [NSOE
% DCI Integration

< API/GUI Mgd

s OpenStack Plugin

ASR9k
DCI/PE

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 100

Virtual Topology
Controller

Provisioning
Overlay Control
Plane

Virtual Topology

Forwarder

» Packet Processing
Agent

* Operatesin user-
space

Cisco (l Vfrl
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Virtual Topology Forwarder (VTF)

VTF Forwarding Element

Data-Plane

VMS3,IP3, MAC3

VM2,IP2, MAC2

Tenant2 Tenantl
Context Context

DPDK
Drivers

MPLS-over-GRE/VXLAN/L2TPv3

Traffic

N T, ———
R ——

* Industry’sfirst userspace forwarder
Multi-threaded, 10Gin single core

* |Pv6 Support

ISSU, Fault Isolated

Highly Portable

64-bit, endian clean

..............................

HOSt _ LIﬂUX or EXS' \.—( Thin driver for ESXi and KVM

BRKDCT-3641
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OpenDaylight Controller

*

“HELIUM”

VIN OpensStack SDNI
Coordinator Neutron Wrapper

AAA - AuthN Filter
OpenDaylight APIs (REST)

LEGEND
AAA: Authentication, Authorization & A ing OVSDB: Open vSwitch DataBase Protocol
AuthN: Authentication PCEP: Path C ion Element C ication Protocol

BGP: Border Gateway Protocol PCMM: Packet Cable MultiMedia

COPS: Common Oﬁen Policy Service Pluﬁinzoc: Plugin To OpenContrail
DLUX: OpenDayﬁ%l User Elgerience SDNI: SDN Interface (&eoss-Conlroller Federation)
DDoS: Distributed Denial Of Service SFC: Service Function Chaining

DOCSIS: Data Over Cable Service Interface Specification ~ SNBI: Secure Network Bootstrapping Infrastructure
SNMP: Simple Network Management Protocol

TTP: Table Type Patterns

VTN: Virtual Tenant Network

DDoS Network Applications
Protection Orchestrations & Services

FRM: Forwarding Rules Manager
GBP: Group Based Polic
LISP: Locator/Identifier geparation Protocol

. : ;
Base Network Service Functions GBP DOCSIS
SFC AAA

Service lion
s B E
Mai Manager Manager Tracker
g e use | 2 | sne | som Controller
Platform

Manager | Neutron | P920C  service | Switch | Service |Aggregator

Service Abstraction Layer (SAL)
(Plugin Manager, Capability Abstractions, Flow Programming, Inventory, etc.)

GBP Renderers I

OpenFl w Southbound Interfaces
E & Protocol Plugins

- 5 Data Plane Elements
Upsn Addﬂu_wnal meal = (Virtual Switches, Physical
vSwitches Physical Devices s
Device Interfaces)

Cisco Contributions

© 2015 Cisco and/or its affiliates. All rightsreserved.
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Open platform for
network programmability
Enables SDN for
networks at any size and
scale

New “Helium” release
delivers new user
interface and a much
simpler and
customisable installation
process

Customer can add value
at any layer (Apps,
Network Services, SB

Plugins) Cisco(( Vf/
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Cisco Commercial Distribution of OpenDaylight

MNetwork
Applications

Application 1 I I Application 2 I I Application 3 I I Application 4 I “es IAppIication ‘n' I

REST APls

DLux User Interface

Topology 5 ; Host Cisco Open
Manager [ Tracker
SDN Controller
AL GBP
Service Senvice FPlatform

L2 Switch

Model Drive ce Abs
straction .

PCEP

Interface

OpenFlow Enabled Open Cisco & 3rd Virtual & Data Plane
Devices vSwitches Physical Devices Elements

Cisco Open SDN Controller

Cisco (‘ V&/
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Cisco Open Controller Deployment Experience

8 O 6 / OpenDaylight Dlux x W ™
L C' [ 10.194.126.55/#/setup/cluster vy &1 =
::° Apps | | Bookmarks Bar | ] CISCO [ |MBA [ |SDN | . SDNI OpenFlow version 1 » [ Other Bookmarks

T —— One Click Installation
Open Virtualisation (OVA) Format

Cluster Configuration

Create a 1-node cluster or 3-node cluster. If you are creating a 3-node cluster, you

must specify the IPs of the other nodes in the cluster. V Mware E SXI and O rac Ie VI rtual
» Cluster Size BOX Support

@ 1-node
© 3-nodes

Single “click” to select standalone
vs clustered installation

Cluster IP Validation Status

10.194.126.55 " 10.194.126.55 will be added to the cluster.

[ ) Pesse enter an 1P Acaress. Seamless software upgrades

192.168.0.3 Please enter an IP Address.

| Submit Cluster Configuration

Cisco (l Vf/
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Apps + Infrastructure

B> SharePoint
Open + Secure @8 Bxchange
SAA

)¢ @ '

Physical + Virtual + Containers
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Application Centric Infrastructure (ACI)
Rapid Deploymentof Applications onto Networks with Scale, Security, Full Visibility

Declarative Policy Model

Fully Object-oriented and Open

Application Centric Desired State

Packaged deployment

Use, re-use and decommission with audit trails

Centralised Management
Role-Based Access
Audit Logs

Health Monitoring

Open REST APIs

Embedded Stateless L4 Firewall (zero trust)
Tenant |solation

Group-based Security Policy* (3 party included)
Whitelist Policy Enforcement
Fabric High-Availability

N
.
i
i
T
p.
L
L
&

Traditional

APPLICATION

Cisco (l pr/
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ACI — Network Components
A PolicyBased IP Network

IP Network & Integrated
VXLAN

APIC - Policy Controller &
Distributed Management
Information Tree (DMIT)

Proxy (Directory)
services ——

Payload

Physical and Virtual VTEP’s
(Policy & Forwarding Edge
Nodes)

I O WAN/DCI
¢ .
1 CiTRIX

ware S Pz :
VIT = — 4 ' L ,@ Services
B Microsoft m = = w &8 palozlio alvaln ‘ AR

Physical and Virtual L4-7

Physical and Virtual Endpoints Service Nodes

(Servers) & VMM (Hypervisor vSwitch)

Cisco (l pr/
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ACI — Policy Components

Logical Network Provisioning of Stateless Hardware

Web

Outside Q0S QoS QoS

Tenant — — |
)

p
) -- Application Policy
ACI Fabric N—/ Infrastructure Controller
Integrated GBP VXLAN Overlay
22NV Vi NV i\
N

. Y /
Cisco (l Vfr
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Orchestration in the IT World

Order SLA Web
B  urimen Portals

Business Service Mgmi
Service
Catalog

ce Drchestration

mm-

Accounting and
Chargeback

Middlewara
Tools

Cisco [l Vfrl
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OpenStack Cloud Computing Software n

» Freely available, open source
software allowing anyone to build
their own private or public clouds.

» Open source and open APls allows
the customer to avoid being locked in
to a single vendor

» Built by a growing community of
contributors

» Opportunities forvendors to develop
their own solutions and services

BRKDCT-3641

© 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public

openstack

Q horizon.openstack.org/project

CURRENT PROJECT

Overview 2 4

SOFTWARE TO
CONTROL
YOUR CLOUD

With The Dashboard
With The API

nova boot --flavor 1 --image
key_pair1 my_server

--key-name

nova list

swift upload my_container

Cisco (l Vfrl



http://www.openstack.org/assets/welcome-guide/OpenStackWelcomeGuide.pdf

S A . sih . VAN ESSSIET . SN0 UEMes.

OpensStack Architecture

Management Network

1
L mysaglserver
 neutron-*-plugin-agent 1 rabbitmg-server
— novacompute
neutron-metering-age nt : nova-scheduler
neutron-*-plugin-agent

neutron-dhcp-agent nova-conductor

Network Nod — ke e-all
i ewwor © - Compute Node BT
- neutron-server

Data Metwork I glance-api

glance-registry

Cloud Controller
APl U MNode
MNetwork

External
Network

Internet

Cisco [l V&/
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OpenStack Plugin Model

Generic OpenStack Operator Selected
APIs Backends

7 s € c—
> R <> il
Tenant \
i idais —
Tools Ly <

« Cisco plugin supports multiple sub-plugins —
* Modular L2 (ML2) evolution of Neutron ML2 Infrastructure
- Allow multiple plug-ins to exist as sub-plugin drivers| | |5

driver driver driver

Cisco (l Vfrl
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OpenStack Neutron Model

Tenant

Network: N SeCurity Security Group

Router
external Group Rule

SN

N
S
N\ . e
SU bnet Logical Network L2 / Broadcast domain
Logical Router L3 domain
Subnet Subnet (OpenStack IPAM/

L3 + External Sec Grp DHCP)
Net Extension Core API Extension .
Security Group Group-based ACL

Cisco [l Vfrl
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OpenStack ML2 Architecture Diagram

Neutron Server

API| Extensions

Type Manager Mechanism Manager

Cisco (l V&/
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OpenStack Network (Neutron) Plugin

* Enables fully automated compute, storage and network resource orchestration
« Support for Havana, Icehouse & Juno OpenStack releases

* Enable VLAN-based tenant separation

« Enhance efficientresource usage

* Leverages NX-OS NetConf-XML programmatic interface

K — S
B
R

openstack

Insieme
Plugin

Insieme
Interface OVS Plugin
Drive
v

Communication w ith Neuxs 9000 using Netconf

I\/LAN 200

|\/LAN 100 I\/LAN 200

eth0 eth0 i eth0

br-ethO br-ethO o] &=114[0)

br-int br-int br-int br-int

Tenant A— VLAN Tenant B - VLAN
100 200
VM 2 VM 2
10.0.0.4 10.0.1.4

Tenant A— VLAN
100
VM 1
10.0.0.3

Tenant B— VLAN
200
VM 1
10.0.1.3

BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 115

Communication w ith plugin
agents on hosts
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OpenStack Network (Neutron) Plugin

openstack

Project

CustomerGold_Eng.T.

BRKDCT-3641

openstack

Networks Hogane
Networks “ Create Network [
Name Subnets Associated Shared Status Admin State Actions
P ProductionNet 3.3.3.0/24 No ACTIVE upP Edit Network More
D T DevTestNet 1.1.1.0/24 No ACTIVE uP Edit Network More
StagingNet 2.2.2.0/24 No ACTIVE upP Edit Network More

Displaying 3 items

Inseime_N9K# show vlan
Name
default i Etha/s
q-232 i Eth4/1
q-233 i Etha/1
q-234 ive Eth4/1

Vlian-mode

© 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 116
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Introducing Group-Based Policy

* Intent-based API for describing
application requirements

- Separates concerns of tenants and
operators

) Policy Rules Set
» Captures dependencies between

tiers of an application

* Plugin model

— Supports mapping to Neutron APIs : :

— Supports “native” SDN drivers

Cisco (l Vfrl
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OpenStack GBP Overview
@ Neutron Driver maps GBP

to existing Neutron API
and offers compatibility
wih any existing Neuizon
Plugin
© Native Drivers exist for

OpenDaylightas well as

[ Any Existing Plugins

and ML2 Drivers e multiplevendors (CiSCO,
Nuage Networks, and
Open model that is compatible with ANY physical or One Convergence)
virtual networking backends
Cisco("/&/
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Group-Based Policy Model

Policy Group: Set of endpoints with the same
properties. Often a tier of an application.

L3 Policy Policy RuleSet: Set of Classifier / Actions
describing how Policy Groups communicate.

Policy

Policy Classifier: Traffic filter including

Rule Set protocol, port and direction.

consume

Policy Action: Behaviour to take as a result of
a match. Supported actions include “allow” and
“redirect’

L2 Policy L2 Policy Seryice Chains: Set of ordered network
services between Groups.
L2 Policy: Specifies the boundaries of a

switching domain. Broadcast is an optional
parameter

Classifier Action

Service Chain

Classifier Action

L3 Policy: An isolated address space
containing L2 Policies / Subnets

Cisco (( V&/
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Cisco UCS Director Value

UCS Director

¢ : ,
. v vmweare ng; vmware i L im_"’-—] Microsoft 5‘-1'
. =i 3 - s e ¢ -
'Llnllé;:: fAiT 'I““ !"(" th«.xB r‘“(YA nee r.!'
[ EMC & EMC & Ml ecser &=

- FaxPed Vbiock VSFEX Adhoc

« Acts as orchestra conductor across: compute, network, storage & virtualisation

» Replaces manual management of each layer with automated workflows
Helps to remove silos from IT teams and IT resources

* |IT manages data centre resources as single “team” with unified management
Across physical and virtual resources

« Unfettered IT admins can now focus on new services for business . ('/ /
ciscollVE

’
BRKDCT-3641 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 120
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Seamless Infrastructure Management - UCS Director

Remote Office Core Enterprise Applications and Data Analytics Scale-Out Workloads

D Smix
vmware

Manage across facilities

Unify compute, network, storage —

physical and virtualised
Rapid, low-cost infrastructure

deployment based on application

requirements

Consistent, robust deployment every

time

NETWORK

};‘ System Centerzo12 W
OI?ACLE [y vmware

ucs
Director
Express
Bare-metal
o & \ :
> Application optimised infrastructure

* New! Hyper-V support for Citrix
networking

+ New! VACS Integrated application
containers

* New! UCS Mini and E-Series support

Cisco (l Vfrl
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UCS Director: Multi-Vendor Support

Agility and Simplicity for Virtualised and Bare-Metal IT Services

Open API for
0 @ @ Integration
End Users IT Admins IT Operations I
; Admin / End User Service Request - ST
Self Service Portal Approveﬂs Metering / Utilisation
OS, VM, App : Consumption Cost
Physical Infrastructure . H Virtual Infrastructure il ‘
[ ]
alialn DELL) Forcelld ® . .
NetApp  CIS€0 f5 DOLL CITRIX' =" Microsoft oo
E .
- EMC’ ﬁ alvaln
=S5E. m—— BROCADEB Fv@ g rEdhat mware CiS‘(::IOS\c/XCS

Centralised Litecycle Management ot Physicaland Virtualisation'Infrastructure

BRKDCT-3641 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public 122
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UCS Director - How Does it Work?

——
» Abstraction of applications, hardware and software e -
into programmable tasks 3. hew v revitr
» Tasks used to create automated workflows S m" .
— API attached to task eliminating scripting 1. WM Mour 160 45 GO ROK
— Pre-validated, run immediately after creation - \\
- Workflows published into service catalog 2 Corbrr . +
* Dynamic orchestration that keeps business moving — e
- No other vendor that offers this capability
— X
Completrd Coenplated
(Succeis) (Fiileq)

Workflow to provision VMWare Virtual Machine using ISO Image

Cisco (l Vf/
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UCS Director

Centralised Data Centre Automation

—

Heterogeneous
& UCS-based Integrated
Infrastructures

vzwi Nisarg
6 VMs Powered ON, 0 VMs Pow... 5 VMs Powered ON, 0 VMs Pow...
ABC Systems ABC Systems

Fabric

network services in 6
steps

o Manage single,
multiple UCS domains
o Branch/remote offices

Cisco {l Vfrl
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Workload Automation and Open Environment

27 8yistem Center -C(I%%IO n UCS Director R
udstack .

Ad V an t ag eS Qpenstack' ! Compute & Storage
|

Policies
......... OpenAPIS e s e s = =

>Any Workload, AnyWhere, Anytl m e Fabric Management Netw ork Services Controller

Network & Network
Services Policies

»Open Integration: Orchestration

»Automated Scalable Provisioning

»W orkload aware fabric
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Call to Action

Visitthe W orld of Solutions for
— Cisco Data Centre

— Walk in Labs

— Technical Solution Clinics

'
)
WU
S

Meet the Engineer

. . The Policy Driven
Lunch time Table Topics Data Center with ACI

DevNet zone related labs and sessions ArcHitscture, Goncents, and Misthoddicay

Recommended Reading: for reading material
and further resources for this session, please
visit www.pearson-books.com

Lucien Avramov, CCIE No. 19945
ciscopress.com Maurizio Portolani
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2015 T-Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

* Directly from your mobile device on the Cisco Live
Mobile App

By visiting the Cisco Live Mobile Site
http://showcase.genie-connect.com/cimelbourne2015
* Visitany Cisco Live Internet Station located

throughout the venue Learn online with Cisco Live!

Visit us online after the conference for full
T-Shirts can be collected in the World of Solutions accessto sessionvideos and
on Friday 20 March 12:00pm - 2:00pm presentations. www.CiscoLive APAC.com

Cisco (lVf/
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