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“This session provides a technical introduction to how the ACI fabric handles
single and multi-hypervisor environments, how the ACI controller provides
integration into different VMMs for a single point of management for virtual

network management as well as how the fabric integrates and automates both
virtual and physical L4-L7 services...”

BRKACI-2006 ABSTRACT
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Agenda

Introductionto ACI
Review of ACI Policy Model s
Hypervisor Integration

Layer 4-7 Services Integration

Conclusion
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Cisco ACI

Logical Network Provisioning of Stateless Hardware

(Tenant VRF)

ACI Fabric

Scale-Out Penalty Free Overlay

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 6
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ACI| Nomenclature /\'\

\V/

S
Leaf Nodes e

A—— L3
—@_ Virtual
P Appliance

EPG “Internet” Service Producers

Service Consumers

Cisco (l V&/
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ACI Network Profile

Policy-Based Fabric Management

Extend the principle of Cisco UCS®
Manager service profiles to the
entire fabric

Network profile: stateless definition

of application requirements
Application tiers

Connectivity policies

Layer 4 — 7 services

- XML/JSON schema

Fully abstracted from the
infrastructure implementation

- Removes dependencies of the infrastructure
- Portable across different data centre fabrics

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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DB Tier

The network profile fully describes the application connectivity
requirements

## Network Profile: Defines Application Level Metadata (Pseudo Code Example)

<Network-Profile = Production_Web>
<App-Tier = Web>
<Connected-To = Application_Client>
<Connection-Policy = Secure_Firewall _External>
<Connected-To = Application_Tier>
<Connection-Policy = Secure_Firewall_Internal & High_Priority>

<App-Tier = DataBase>
<Connected-To = Storage>
<Connection-Policy= NFS_TCP & High_ BW_Low_Latency>

Cisco (l Vfrl
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Opflex: AN OPEN, Extensible Policy Protocol

OPFLEX WAS
DESIGNED TO OFFER:

Policies:

* Who cantalk to whom
* What about

* Opsrequirements

1 Abstract policies rather than
* device-specific configuration

2 Flexible, extensible definition
* of using XML / JSON

3 Support for any device including virtual l
* switches, physical switches, network
services with strong interoperability OPFLEX
across vendors T

4 Open, standardised API with an open l
* source reference implementation

Cisco (l Vfrl
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Multi-Hypervisor-Ready Fabric

-
)4
[ =

@/

Virtual Integration

- -

Integrated gateway for VLAN,
VXLAN, and NVGRE networks
from virtual to physical

Normalisation for N\VGRE,
VXLAN, and VLAN networks

Customer not restricted by a
choice of hypervisor

Fabric is ready for multi-
hypervisor

APIC &

© 2015 Cisco and/oritsaffiliates. All rightsreserved.
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VMware
Microsoft
Red Hat
XenServer

Hypervisor
Management
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SERVER
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ACI Layer 4 - 7 Service Integration

Centralised, Automated, And Supports Existing Model

= Elastic service insertion architecture for
physical and virtual services

= Helps enable administrative separation
between application tier policy and service
definition

= APIC as central point of network control
with policy coordination

= Automation of service bring-up/tear-down
through programmable interface

= Supports existing operational model when
integrated with existing services

= Service enforcementguaranteed,
regardless of endpoint location

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Application
Admin

Service
Admin

11

Web Tier

Policy / Contract

Chain
“Security 5”

App Tier

'!"1"1!'0:

Service Profile
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End-points

—> Things that connectto the fabric and use it to interface with other things
- A compute, storage or service instance attachingto a fabric

—

NIC

VNIC
 end-points[ EP ]

Cisco (l Vf/
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End-points

—> Things that connectto the fabric and use it to interface with other things
- A compute, storage or service instance attachingto a fabric

—

EP A collection of end-points with
EP | identical network behaviour form a

EP ... End Point Group (EPG)

Cisco (l Vf/
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End-point Groups (EPGs)

EPGAPP SERVER Allowsto specifyrules and policieson
groups of physical or virtual end-points
without understanding of specific

o identifiers and regardless of physical
policies location.
7 EPG WEB ) Can flexibly map into
EP —>application tier of multi-tier app
EP | >segmentation construct (ala VLAN)
EP —>a security construct
—>ESX port group, SCVMM VMNetwork
2.
= ... end-point group [ EPG]

Cisco (lVf/
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Tenant L3, L2 Isolation

EPG APP SERVER

EPG WEB

EP
EP
EP

Tenant

outside

=1D)

subnet
subnet

BD

With or

without

flooding
semantics

L3 context

(isolated tenant VRF)

self-contained
tenant definition
representable as a
recursive
structured text
document

Cisco (l pr/






Hypervisor Integration Agenda

Hypervisor Integration Overview

VMWare vCenter Integration
Microsoft SCVMM & Azure Pack Integration

OpenStack Integration

Cisco (l Vfrl
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Hypervisor Interaction with ACI

Two modes of Operation

Non-Integrated Mode [ Integrated Mode J

e ACI Fabric as an IP-Ethernet
Transport

» ACI Fabric as a Policy Authority

* Encapsulations Normalised and
» Encapsulations manually allocated dynamically provisioned

+ Separate Policy domains for Physical * Integrated Policy domains across
and Virtual Physical and Virtual

vl
Cisco [l Ve,
BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 19
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Hypervisor Integration with ACI

Control Channel - VMM Domains
= Relationshipis formed between

@ APIC and Virtual Machine Manager

(VMM)

= Multiple VMMs likely on a single
ACI Fabric

= Each VMM and associated Virtual
hosts are grouped within APIC

vCenter DVS vCenter AVS SCVMM .
)= = Called VMM Domain
= There is 1:1 relationship between a
VMM Domain 1 VMM Domain 2 VMM Domain 3 Vlrtual SWItCh and VMM Domaln

Cisco (l V&/
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Hypervisor Integration with ACI

= ACI Fabric implements policy on
Virtual Networks by mapping
Endpointsto EPGs

= Endpointsin a Virtualised

environment are representedas the
VNICs

- = VMM applies network configuration
Eps by placement of vNICs into Port
Groups or VM Networks

——— —— EPGs are exposed to the VMM as a
1:1 mapping to Port Groups or VM
Networks

Cisco (l Vfr/
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ACI Fabric — Integrated Overlay

Data Path - Encapsulation Normalisation

i £ IP" Fabric Using p; e
s = it e VXLAN Tagging

Localised
Encapsulation

Outer
P

Outer
XLtelillal 1IAderiuri ='_;''=_'i"';'""i_'i_"'z__’;'_i'__5';'_i'i";"'i'”"'i_"i"z_;"'i"i'_"; """ ALIOT] IP

if required Normalisation of Ingress

Encapsulation Cisco ("Vc/

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 22
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Hypervisor Integration with ACI

VMM Domains & VLAN Encapsulation

16M Virtual Networks = VLAN ID only gives 4K EPGs
T = (12 bits)

= Scale by creating pockets of
4K EPGs

= Map EPGs to VMM Domain
based on scope of live
migration

"« Place VM anywhere

——— = Live migrate within VMM
VMM Domain 1 VMM Domain 2 domain
AK EPGs AK EPGs

T

Cisco (l pr/
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Hypervisor Integration with ACI
VMM Domains & VLAN Encapsulation

/!\ 16M Virtual Networks = VLAN ID only gives 4K EPGs

(12 bits)

m L] = Scale by creating pockets of
LT D | 4K EPGs

ZNATN

= Map EPGs to VMM Domain
based on scope of live

T Ennnnmnl FrE Rl i

ErnmmnTEl T,

T~ migration
( ) ) = Place VM anywhere
.« = |
T S = Live migratewithin VMM
VMM Domain 1 VMM Domain 2 domain
4K EPGs 4K EPGs

vl
Cisco (l Ve,
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Hypervisor Integration with ACI

Endpoint Discovery

Virtual Endpoints are
discovered for reachability &
policy purposes via 2 methods:

Control Plane Learning:

- Out-of-Band Handshake: vCenter
APIs

- Inband Handshake: OpFlex-
enabled Host (AVS, Hyper-V,
etc.)

= Data Path Learning: Distributed Control Tl Data Path

Control
(vCenter API)

VMM

Mwuy\‘&l
System Center
Virtual Machine Manager o1z

switch learning (OpFlex)

= LLDP used to resolve Virtual
host ID to attached port on leaf
node (non-OpFlex Hosts) OpFiex Host

Cisco (l Vfr/
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Hypervisor Integration Agenda

Hypervisor Integration Overview

VMWare vCenter Integration
Microsoft SCVMM & Azure Pack Integration

OpenStack Integration

Cisco (l Vfrl
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VMWare Integration

Three Different Options

Distributed Virtual Switch
(DVS) )

4 N

N Application Virtual Switch
(AVS) )

4 N
Xkt A

[ vCenter + vShield

» Encapsulations: VLAN * Encapsulations: VLAN, * Encapsulations: VLAN,

* Installation: Native VXLAN. _ VXLAN.

. VM discovery: LLDP * Installation: Native . {rllsljtl?/:le(a)t:ogbn\s/(lﬁethrough
* VM discovery. LLDP

 Software/Licenses: - VM discovery: OpFlex

vCenter with + Software/Licenses:

Enterprise+ License vCenter with + Software/Licenses:
Enterprise+ License, vCenter with
vShield Manager with Enterprise+ License

\ / \vShieId License / K /

Cisco (l Vfr/
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ACIl Hypervisor Integration — VMware DVS/vShield

Application Network Profile

o o

i3 EPG DB

APP

5

Create Application Policy

’—
APIC Admin >
A
9 i AC
L . b
Push Policy
Cisco APIC and & 4 Learn location of ESX
VMw are vCenter Initial Automatically Map Host through LLDP
Handshake | EpG To Port Groups
2 Create VDS _
:
Create Port %
Groups

* ¢ o

Instantiate VMs, to VDS
pesionto Port Groups. | 3 CHYPERVISOR ' UYPERVISOR /
ciscollVZ!

VIServer Admin

Cisco Public 28
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ACIl Hypervisor Integration — VMware DVS

CREATE VCENTER DOMAIN (i) %|
Specify vCenter domain users and contrallers _______
1 Name: |wnware-dvs | ::
| Virtual Switch: (@ VMWare vSphere Distributed Switch =4
! ©) Cisco AVS ~
f==== : 1
I Associated Attachable Entity <
| s acale T @
{ WLAN Pool: | vns100-dynamic 7 @ ::

[ omvcel
BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 29

Name of VMM Domain
Type of vSwitch (DVS or AVS)

Associated Attachable Entity Profile (AEP)

VLAN Pool

vCenter Administrator Credentials

vCenter server information

Cisco (l V&/



ACIl Hypervisor Integration — VMware DVS

TENANTS FABRIC by

-
NETWORKING
Domain - vmware-dvs

INVENTORY | POLICIES
I Quick Start

|z| Microsoft

B3] vvare O ¥
g\'mwan}av; Ml:l

B @ vmware-dvs PROPERTIES
== vCenter
I ypenvisors Controllers: REVISION HYPERVISORS ~ VIRTUAL
B 11722112836 MACHINES
B I Virtual Machines

ASAY VMware vCenter Server 5.1.0 bu.. C974564D-08... 5.1.0

[ db-2

bl web-1
&= vmnicO
£& vmnicl
=y vmnic2
€& vmnic3 ‘ ITEMS PER PAGE: DISPLAYING OBJECTS 1- 10F 1

ERC1172.21.128.37

BB 1172.21.128.38

E@ DVS - DC3|vmware-dvs

= Portoroups
{2 Coke| www.Coke.com|DB
{2 cokel|www.Coke.com|WEB
{2 pe3|vmware-dvs-DVUplinks-684

@ vmware-vshield

L4-L7 SERVICES ADMIN P

welcome, admin v

s

Name: vmware-dvs

vl
Cisco (l %4,
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Application Virtual Switch (AVS)

Integration Overview

OpFlex Control protocol
- Control channel

- VM attach/detach, link state
notifications

VEM extension to the fabric
vSphere 5.0 and above
BPDU Filter/BPDU Guard
SPAN/ERSPAN

Port level stats collection

Remote Virtual Leaf Support
(future)

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved.

( /‘\ )
Hypervisor
Manager
Southbound ["mware VSphere]
OpFlex API
‘VMHVMHVMHVM
¥ ¥ v\
vmware vSphere
S y,

Cisco Public 31
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ACI Hypervisor Integration — AVS

Application Network Profile
SEPG™

APP

5

~—>>

Create Application Policy

—

APP PROFILE

APIC Admin

Push Policy

1

Host through OpFlex

6 I 4 Learn location of ESX

Cisco APIC and

VMw are vCenter Initial Automatically Map
Handshake | EpG To Port Groups 3
@ OpFlex Agent

2 Create AVS
VDS —_—————
>
»

7 Create Port
—> Groups
| Attach Hyperviso --ﬂ --ﬂ
nstantiate VWS, | ol 10 Vs

Assignto Port Groups

@ OpFlex Agent

v

L 4

L 2R 4

VIServer Admin

Cisco Public 32
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ACIl Hypervisor Integration

— VMware DVS

CREATE VCENTER DOMAIN iJ%

Specify vCenter domain users and controllers

Name of VMM Domain

Name: | vmware-avs
=t ——— |_ ................... )
1 Virtual Switch: () VMWare vSphere Distributed Switch =4
! Cisco AVS ™

Type of vSwitch (DVS or AVS)

Switching mode (FEX or Normal)

1 () Fex Disable 1

Associated Attachable Entity Profile (AEP)

- \ A
s X e
I Associated Attachable Entity test o @ 1€
N Profile:

| VXLAN Pool: |vxian ¥ <

VXLAN Pool

Multicast Pool

vCenter Administrator Credentials

I veenter 192.168.30.3 VCenter Dissbled [ vCenter server information
N o o o o o o e e e e e e P e B e B e B o P o B e P B o e e e e e 1
el
ciscollVL,
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ACIl Hypervisor Integration — VMware

% Windows 7

File Edit View Inventory Administration Plug-ins Help

E ‘@ Home b g Inventory b 2 Networking H@I Search Inventory |Q|
2 R & &
= @ Iocalhost DC3 | vmware-vshield
i oc1
DC2 i summary | Networks ' Ports ' ResourceAlloc ration ' Virtual M Alarms | Permissions
B [i5 pc3 close tab [X] =l
B [ Dc3ivmuare-avs What is a vSphere Distributed Switch?
=] - DC3|vmware-avs
B, uplink A vSphere Distributed Switch acts as a single virtual switch
2., Coke|www.Coke.com|DB across all associated hosts. This allows virtual machines fo
2, Coke|wvaw. Coke.com |[WEB maintain consistent network configuration as they migrate
2 vep across hosts.
B [ DC3|vmware-dvs
B &= DC3|vmware-dvs Distributed virtual networking configuration consists of
B, DC3|vmware-dvs-DVUplinks-684 three paris. The first part takes place at the datacenter
2, Coke|www.Coke.com|DB level, where vSphere Distributed Switches are created,
£, Coke|www.Coke.com|WEB and hosts and distributed port groups are added to
Bl [ DC3lvmware-vshield vSphere Distributed Switches. The second part takes
=1 & [DC3Ivmwiare-vshield| place at the host level, where host ports and networking
i DC3|vmware-vshie-DVUplinks-687 services are associated with vSphere Distributed Switches
£ Cokelwvw.Coke.com|APP either through individual host networking configuration or
% :x::k:g;ﬁ':é;eﬁf;ﬁgi using host profiles. The third part takes place at the virtual o
& VM Network machine level, where virtual machine NICs are connected
to distributed port groups either through individual virtual
machine NIC configuration or by migrating virtual machine
networking from the vSphere Distributed Switch itself.
< 5 |

Recent Tasks Name, Target or Status contains: = Clear X

Name | Target Status | Details | Initiated by | vCenter Server | Requested Start Ti...— | Start Time | Completed Time |

|#] Tasks @ Mlarms

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 34
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Hypervisor Integration Agenda

Hypervisor Integration Overview

VMWare vCenter Integration
Microsoft SCVMM & Azure Pack Integration

OpenStack Integration

Cisco (l pr/
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Microsoft Interaction with ACI

Two modes of Operation

[ Integration with SCVMM ] Integration with Azure Pack ]

N /

) % Sy /stem Center

4—> Windows AZQ

V[rtual Machine Manager - . +
? System Center
Virtual Machine Manager
* Policy Management: Through APIC * Superset of SCVMM
+ Software / License: Windows Server with » Policy Management: Through APIC or
HyperV, SCVMM through Azure Pack
* VM Discovery: OpFlex » Software / License: Windows Server with

* Encapsulations: VLAN, NVGRE (Future) HyperV, SCVMM, Azure Pack (free)
* VM Discovery: OpFlex

* Plugin Installation: Manual
* Encapsulations: VLAN, NVGRE (Future)

\\ / \\-Plugin Installation: Integrated /

Cisco (l Vfr/
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ACI Hypervisor Integration—MSFT SCVMM
APIC OpFlex Agent <

—> Hypervisor Virtual Switch

APP VM
> NETWORK

am \Vindows Server2012 am Windows Server201

HYPERVISOR HYPERVISOR

VIRTUAL




P/ 4 RPN N\ | O R (DN RN e

Cisco ACI: Microsoft Azure Pack Integration @

Traditional
3-Tier
Application

UIS Fd 3 U
Websites, Apps, c Consumer
Database, VMs, ACI Provider Portal Self-Service Portal

Service Management API

APF PROFILE

Websites Service Bus PROVIDER

Microsoft System Center | R2 w/ Service Provider Foundation BRIERE

> )
Zero to
network

Servic

OpFlex Driver

(Physic

ACI FABRIC

Cisco (l pr/
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Hypervisor Integration Agenda

Hypervisor Integration Overview

VMWare vCenter Integration
Microsoft SCVMM & Azure Pack Integration

OpenStack Integration

Cisco (l Vfrl

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 39



OpenStack Components

Dashboard
(horizon)

Network

(quantum) (cinder)

Identity
(keystone)

openstack

CLOUD SOFTWARE

Initial Focus on Networking
(Neutron)

Cisco (‘ Vf:/
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OpenStack Neutron Networking Model

Tenant

Router - R=EEIES Network Security Group
external

v
> 4
<

-~

Subnet Security Group

Rule

L3 + External Sec Grp
Net Extension COTSTAE

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 41

Cisco (l V&/




S Ay’ . 0 L AN VRS 0 e
Cisco ACI Model

Tenant

Outside : : : Context
Network App Profile Bridge Domain (VRF) Contract

-
-
f’

==
Subnet ==
-
f”
:’

==- Subject

7
Y4

-
’:’
- -

EndpointGroup 1=

-
-

Cisco (l pr/
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Cisco OpenStack ACI Model

Neutron APl Mapping

OpenStack ACI

Tenant Tenant
No Equivalent Application Profile
Network EPG + Bridge Domain
Subnet Subnet
Security Group Handled by Host
Security Group Rule Handled by Host
Router L3 Context
Network:External L3 Outside

Cisco (l Vf/
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ACIl OpenStack Integration — Phase 1

?' Application Network Profile "
3
>~——> i Traditional I eed) i
Create Application Policy | Appiication Glieviall Balancer |
, e Ereoris |
APIC Admin
(Performs Steps 3) A ’ - .
5 i AC : :
> i Fabric 3 3
Push Policy
Ly
2
Automatically Push
Netw ork Profiles to
APIC
Create Netw ork, Subnet;
Security Groups, Polic NETWORK ROUTING SECURITY
= .
’ 1 OPEN VIRTUAL SWITCH OPEN VIRTUAL SWITCH OPEN VIRTUAL SWITCH
._.-.. ——
) . > | o—
e >3 NEUTRON NOVA
(Pcéefeor:'rstlcgt-le—egalnil) K ] > @ redhat @ redhat @ redhat
Ps & openstac nstantiate Vs HYPERVISOR HYPERVISOR HYPERVISOR

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 44
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Group-Based Policy in OpenStack
GBP release 2014.2 “Juno”

* Messy mapping ACI to current

OpenStack component R st
— Endpoint groups (ports + security groups) et ekt g
~ Contracts (security groups + security group . S
ues) T R ——

* Goal: Introduce ACI model into GroupBasedPolicy
OpenStack

- Starting with groups and group-based CE MR e
policies Contents

...........

Cisco (l pr/
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ACIl OpenStack Integration — Phase 2

Create Application Netvv{ork

Application Network Profile

PG EPG

m
@ redhat. @ redhat. @ redhat.

HYPERVISOR HYPERVISOR HYPERVISOR

Profile
B ——>
1
...'-.. .
, > —
- '*: NEUTRON NOVA ‘
OpenStack Tenant n —>
(Performs step 1,4) openstack Instantiate VMs
2

Automatically Push
Netw ork Profiles to
APIC

Application Network Profile

W ——
a B o

——
APP

EPG

3
~—>
Create Application Policy
>~——
ACI Admin
(manages physical ’
netw ork, monitors tenant i
state) 5
—>
Push Policy
BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public >

ACI
Fabric
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Agenda

Challengeswith Network Service Insertion

Goals of ACI Services Insertion and Automation

Key concepts and building blocks

Services Insertion Configuration Wizard

Cisco (l V&/
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Challenges with Network Service Insertion

Configure Network fo insert Firewall
Configure firewall network parameters Service insertion takes
days

Configure firewall rules as required bythe Network configuration is
time consuming and error
prone

Difficult to track
configuration on services

Configure Load Balancer Network Parameters

Configure Router to steer traffic to/from Load g

Configure Load Balancer as required by the'ap

Cisco (‘ V&/
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Goals of ACI Service Insertion and Automation

Cisco (‘ Vf:/
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APIC Application Profile

EXTERNAL

oints identifying a particular
ICs, IP, DNS name etc

and the policies that define way

Cisco Il Vf/
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ACI Communication Abstraction

Policy Contract “Users — Files”

(APIC) Create Contracts Between Endpoint

Single Point of Orchestration

All TCP/UDP: Accept Groups

- — - UDP/16384-32767: Prioritise Port-level rules: drop, prioritise, push to

Different administrative groups All Other: Drop service chain; reusable templates
use same interface, highlevel

of object sharing

Enforce Ingress Fabric Rules

Hardware rules on each port, security in
depth, embedded QoS

Single Pass Services Define Endpoint Groups

Appliance

Service Graph

Security administrator defines
generic templates in APIC,
availed to contract creation

Files “Users”

Any endpoints anywhere within the
fabric, virtual or physical

Cisco (l V&/
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Application Policy

dB Contract

MSSQL: Accept
Consumes MySQL: Accept Provides
HTTP: Accept, Count

APP

APP | APP AP

EPG - APP

EPG - DB

Contract

Filter Action

Named collection of L4 port What action or actions to take on

ranges packet

- HTTP =180, 443] - Accept

- MSSQL =[1433-1434] - Service Insert

- MySQL = [3306, 25565] - Count

- DNS =[53, 953, 1337, 5353] - Copy (future sw release)

Cisco (l V&/
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Network Service Insertion

Web Contract

HTTP: Accept, Service Graph i

A
[ |

H HH/
i
Consumer I I'I' Provider

LB

Consumes

?

FW
Ik Senices through associating a Senvice Graph

ork service functions required by an application

like firewall, Load Balancers through a device packages

ckage does not require APIC reboot

Cisco [l Vfrl
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Key Concepts in Service Insertion

« Concrete Device: it representsa » Logical Device Context: specifies
service device, e.g. one load upon which criteria a specific device
balancer, or one firewall in the inventory should be used to

. . render a service graph
» Logical Device: represents a cluster

of 2 devices that operate in * Device Package:
active/standby mode for instance. — defines things such as how to label
. _ . “connectors” for a function, and how to
* Service Graph: defines a sequence translate “names” from ACI to the
of “functions” connected: e.g. a specific device.
firewall from Checkpointfollowed by — E.g. a load balancer “function” has
a load balancing from “F5". predefined connectors called:
- “external”
* “internal”

* “management’.

Cisco (lVf/
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Service Insertion Architecture

/; \ _IC e
4 N

_I callouts to device specific callouts
_e using REST, SSH or any mechanism

Cisco (l V&/

Configuration Model (XML File) w
Python Scripts

APIC- Policy Manager

Configuration Model

Script Engine I
APIC Script Interface

Python Scripts

Device Interface: REST/CLI

Service Device

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Device Package Example

FABRIC L7 SERVICES

ADMIN

welcome, admin v

NETWORKING

Y | PACKAGES

Packages H
Device Types B
M Quick Start
= M Functions
VENDOR ~ MODEL VERSION FUNCTIONS
] aen
E ApplicationFirewall Citrix NetScaler 1.0 AAA, ApplicationFirewall, CacheRedirection, Compression, ContentAccelerator, ...
E_ CacheRedirection
E_ Compression
E ContentAccelerator il
E ContentSwitching

E DataStream

E DomainNameService

E‘ GlobalServerLoadBalancing
E‘ IntegratedCaching

E‘ LoadBalancing

El ssLoffload

El ssLven

Cisco [l Vfrl
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Device Information Extracted Out of Device Package

TEMNANTS FABRIC VM NETWORKING L4-LT SERVICES welcome, admin w
INVENTORY | PACKAGES
= . . .
L4-L7 Service Device Type - Acme-ADC-1.0 i
B CQuick Start
E= @ 417 Service Device Types M| oPERATIONAL || FauLTs |[ HisTORY
B = Acme-apc-1.0
=- L4 7 Service Functions

EResponder PROPERTIES
1=l sLe

Vendor: Acme
S5L Q

-
Il A+ 7 Services Abs Function Profiles Model: ADC
GrpifP1

1.0
: GoTo
1 AcmeSample.py

: DEBUG: Zero level del|>

Fy

Functions (Or Services) provided by the inside
Service Device mamt
SLB, SSL, Responder e

Vendor Info, Software|Version Info and
Model Info of Service|Device

Info on how many interfaces types the
appliance has (Inside, Outside and -
Mgmt for e.g.)

BRKACI-2006 © 2015 Cisco and/oritsa ates. A o] tsreserved Cisco Public
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Register Service Devices with APIC

_opriate interface/port-group
_ss and Login credentials

Cisco Il Vf/

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 59



P 4 SRR N\ |4 e ] R O L e SN

Device Cluster

‘ are registered as a cluster

_In one or more physical or virtual devices
_Iuster can be deployed in Active-Active or Active-Standby mode

APIC configures Service Function using Cluster Mgmt IP and Login Credentials

Logical Device (LDev): Represents a cluster

Concrete Device (CDev): Concrete Device (CDev):

A Physical or Virtual A Physical or Virtual
Service Device -1 Service Device -N

APIC can configure device specific feature ike (Port-channel configuration etc) using device’s IP address and login credentials

Cisco (l Vf/
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Service Function Graph

Functions rendered on the same device

Service Graph: “web-application”

Func: l Func: Func:
Firewall SSL offload Load Balancing

Terminals

Terminals Connectors
Load-Balancing params
Firewall params SSL params virtual-ip <vip> port 80
Permit ip tcp * dest-ip <vip> dest-port 80 Ipaddress <vip> port 80 Lb-aglorithm: round-robin
Deny ip udp *

Cisco (l Vf/
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Create Service Graph

CREATE L4-L7 SERVICE GRAPH

S

Drag tree node to create L4-L7 service nodes

Devices Name: ‘ appGraph ‘
= 78 Citrix Description: ‘ Web-App Tier Graph ‘
7§ DomainNameService
‘-3 Compression
7§ CacheRedirection
7§ SSLOffload
7§ ContentSwitching
ﬂ LoadBalancing
7§ ContentAccelerator

7§ IntegratedCaching 1 + Cil'll!x‘ +2
P SSLVPN /E><t LoadBal... ™ \
TWAAA Terminal L 12E b Terminal

## GlobalServerLoadBalancing To Contract To Contract

7§ DataStream N1
™ T2

78 ApplicationFirewall

Cisco [l Vfrl
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Configure Function Parameters

:n::;i:l;n Profiles ‘ OPERATIONAL H VISIBILITY H FAULTS H RECORDS ‘
T O] Cacrows
I Security Policies
B @ Troubleshooting PROPERTIES
EX M Monitoring Policies Name: LoadBalancing .
= oL Services Function Type: () GoThrough @ GoTo

B B service Graphs
= “* appGraph
=E Function Node - LoadBalancing CO N FIG PARAM ETE RS
@ inside IE‘
& ousice FOLDER/PARAM CONTAINED BY TERMINAL
B B Device Clusters —
- Cluster Contexts - Ibvserver Ibvserver epg
- Graph Instances M Ibvserver_service_binding IbService2 epg
- Virtual Devices L I Ibvserver_service_binding IbServicel epg
M L4-L7 Service Parameters E’ ipv46 ipv4G 20.20.20.200 P9
E name webVirtualServer webVirtualServer epg
E servicetype serviceTypeTCP tep epg
E port port 22 epg
. service webservicel epg
Eip ip 30.10.10.101 epg
=l . . An

Cisco (l pr/
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Service Insertion

EXTERNAL WEB

WEE WEB WEB

Terminal:Inputl Terminal: Outputl

Service Graph: “WebGraph” Service Graph: “appGraph”

‘ Func:

‘ Func: Func: ‘
Firewall Load Balancer Load Balancer

Cisco (l pr/
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Associate Graph to a Contract

| acme | infra |

Contract Subject - http

® Application EPG application1
® Application EPG fastSearch
® Application EPG geo
® Application EPG smtp
= & sharedProduction
M L4-L7 Service Parameters
® Application EPG accountingService
® Application EPG appEngine
® Application EPG database
® Application EPG serverFarm
® Application EPG sharepoint
. M Networking
=. Security Policies
B B Contracts
] Acc
] omz
[] sharedApps
[] sharedProduction
= [] webContract
[ heo
[-'o https
M Taboo Contracts

?

‘ OPERATIONAL H FAULTS H HISTORY ‘

CIE]

PROPERTY

Name: http

Description: optional

QoS Class:  Unspecified |

Service Graph: WebGraph/Inputl

Filters:

http

DESCRIPTION

formed

GENERAL LABEL

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 65
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Example Graph

TENANTS

=4|.I- Tenant acme
M Application Profiles
M Networking
- Security Policies
M Troubleshooting
- Monitering Policies
B B L4-L7 Services
=. Service Graphs
V‘ WebGraph
. Device Clusters
M Device Cluster Interfaces
- Cluster Contexts

search by name

Graph Instance - webContract WebGraph-sharepointCtx ?

FABRIC

| acme n

7 SERVICES ADMIN welcome, admin w

IR pouicy || operaionaL || FauLts || HisToRY

O[]

“ Graph Instances

B ~* webContract-WebGraph-sharepointCt
@ Function Node - Node2

==- UI EUE DEVICES

M L4-L7 Service Parameters

Terminal cC1

To Contract

Input1

GRAPH INSTANCE

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public

cutsidci'rnm' inside
Ext * Int

Terminal v
LoadBalan... e

To Contract

[T

Node2 Output1

Cisco [l Vfrl
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Services Insertion Configuration Wizard

Three step process and each can be re-used

G Create L4-L7 Service Devices
e Create L4-L7 Service Graph Template

e Apply L4-L7 Service Graph Template to EPGs

Cisco (l V&/
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Create a L4-7 Service Devices — Single Device

CREATE L4-L7 DEVICES OL]
Device Management IP Address ~——__| STEP1>GENERAL 1. GENERAL 2. DEVICE CONFIGURATION
and port
N f th d . Piaase salact da and anter connectivity information.
ame of the device '  EMERAL Device 1
Specify Device Package to manage this ! 0> baagemere 17 scares | o Managament Pt [0 - v/
Cluster > owvca g [ oo ]-o hysical Iertaces:  harma F—— -
—>  mocet |~ @
Model of the device Mode: @ Sigls Hede
) HAL Clustar
COMNNECTIVITY
Policy domain > Physical Domain: [ -1 - o )
APIC by Derwice 0 DuskOf-Band
" 7 IneBand
CREDENTIALS
"IIT.II:'_ v
. . Password: | o
Login Credentials to manage the Contem Passwore: o
device and connectivity information
R

- NN W W ®

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Create a L4-7 Service Devices - HA

CREATE L4-L7 DEVICES (%
STEP 1 » GENERAL 1. GEMERAL 2. DEVICE CONFIGURATION
Please select device package and enter connectivity information.
This shows how Wizard will look if GENERAL Device 1
you select HA Cluster M| O | Moragement i o
M'ﬂﬂﬂi!'ﬂ"-*‘" T - ilp Prysical [AOerfaces:  Mane Covarects Ta Directant
Modad: | - i
Hode: ) Single Kode
B HA Cluster
CONMNECTIVITY
Piepsical Demain: | oot o oot | i
bl .ﬁl :Af:w Device 2
= Management IP Address: i
CREDENTIALS i Tl (e T i
semare: | [
Passwoed: | |
Confirm Password: | |
Cluster
Managermen 1 A | iy
el
«rapnous weos  [JEEEER ’

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public



P 4 CEPEEAREEE N\ | % U (DR RN e
Create a L4-7 Service Devices — Device Package

CREATE L4-L7 DEVICES 7%
STEP 1 = GENERAL 1. GENERAL 2. DEVICE CONFIGURATION
Please salect device package and enter connectivity information.
GENERAL Device 1
List of device package Hame: | @ Minagemen P Address: @
. — Darvice Packagee |oelmct an oo o [ALATI00E:  Name Conseds Ta
that APIC has will be 9 -y o = Priysica
shown here oge. Ca-NalScaler-10.5
L NS TRAME
i H Chustar
CONMNECTIVITY
Physical Doerain: [seiect an oooor 1=
AP Devce. B Qut-0f-Band Device 2
) Bevend Management [P Address: | Management Fort: [ enter or selert woi|
CREDENTIALS i foneds Ta e
Liserrame: | 0
Pmmﬂ:| 1]
Confirm Passwors: | o
Cluster
Managaman [ Address: (7] Menagement Port: [ st e sstect it i
comnous o> Vf/

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Create a L4-7 Service Devices — Model (Citrix)

CREATE L4-L7 DEVICES (1%

. . . 1. GENERAL 2 DEVICE CONFIGURATION
Associated interfaces on the device STER1 > @ENERAL

. \
to interface labels P device package and enter connectivity information.
GENERAL Device 1

Marme: o~ |0 vansgement 1P Acness: | i
Drvicd Packags: | Chrin-NetScaler-L0LS =y | Irmertacns:  Mame - L
. . Meodel: | 155000 [ T
Single device or cluster / HA S ote © Srgh e -
& A, Clusber dm'd
CONMECTIVITY _ m:
Physical DOMQin: |-t oo cpeer | |igw
APIC (o Deice @) Cut-Of-Dend Device 2
Manpgement Connectivity:
- In-Baret Management 1P Aodress: | Management Pt |erier o seect | i
CREDENTIALS Pl e, fmpe Descen |
- o athld
Passwond: @ hl3
Confirm Password: IQ wthl A
dhls
wthl§
Cluster
Managermest 1P fdress: | |

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Create a L4-7 Service Devices — Connectivity (Citrix)

Management

CREATE L4-L7 DEVICES

STEP 1 > GEMNERAL

GEMERAL
Hams: | dev1l
Davica Package: | Citrix-SetScaler-10.5 v | i
Modet | NS-9000 ™

Mogdés @ Single Node
120 HA Custar

CONMECTIVITY

Phrsical Domainc pirgs - B

the device

BRKACI-2006

° i2) bevBand
CREDEMTIALS
Usermames | adrin
FEsswiorss  sssasasss

Confir Feasworct | ssssssss

Please select device package and enter connectivity information.

Device 1
Managamant [P Address: [1.1.1.1

Physical [PDerfaces:  Kaie -

wthi.f
wihi2
ethl.}
wthl4
wthl.5
ehLE

R e TSN

1. GENERAL

2. DEVICE CONFIGURATION
Managanand Pol bt -

v 5/

© 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public
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Create a L4-7 Service Devices — Connectivity (Citrix)

CREATE L4-L7 DEVICES i %]

STEF 2 = DEVICE CONFIGURATION 1. GENERAL 2. DEVICE CONFIGURATION

Please enter valuas for devica folder and paramatars

B Device 1
Features:
Device Parameter that
is required. — M

BRKACI-2006 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public
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Create a L4-7 Service Devices — Connectivity (Citrix)

CREATE L4-L7 DEVICES

Shows all the
parameters

BRKACI-2006

STEFP 2 = DEVICE CONFIGURATION

Pleasa enter values for device folder and parameters

B pevice 1

1 HighAvallabliy a

BASIC PARAMETERS ALL PARAMETE

B i Fakrerr Pror Sotings
= Peer Unit 1D
3 Peer IF Address

Rl

1. GENERAL 2. DEVICE CONFIGURATION

© 2015 Cisco and/oritsaffiliates. All rightsreserved.
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Create a L4-7 Service Graph Template

CREATE L4-L7 SERVICE GRAPH TEMPLATE (i ] %]
Please enter new graph template information.
Graph Templale
Name: |grapht
Templates gives you option to T
choose simple Service Graph > e Lgng?. gy ey e O
based on your requirement ' Single Node - Firewal In Routed Mode

' Single Node - ADC in One-Arm Mode

‘Single Node - ADC in Two-Arm Mode

' Two Nodes - Firewall in Transparent DC in One-Arm mode
Two Nodes - Firewall in Routed and ADC in One-Arm mode
Two Nodes - Firewall in Routed and ADC in Two-Arm mode
Two Nodes - Firewall in Transparent and ADC in Two-Arm mode

s

Cisco [l Vfrl
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Create a L4-7 Service Graph Template
Single Node ADC

CREATE L4-L7 SERVICE GRAPH TEMPLATE O

Please enter new graph template information.
Craph Ternplale
Hame: |graph1

Typa: |Single Mode - ADC In Two-Arm Made hoe

Device Package gives you an Ly soc
option that you want to use for

the particular Services Graph Duvice Packiage: | Qi NetScaler 10.3/cadbskendrg %
Prafile: |WeblSarverProfile - @
Profile will give the service
graph all the parameters that is
needed. E.g. SSL
Users can also customise the
profile. You can click on profile
to see what parameters are .
available. : K

Cisco (l pr/
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Apply L4-L7 Service Graph Template to EPGs

APPLY L4-L7 SERVICE GRAPH TEMPLATE TO EPGS om
STEP 1 = EPGS 1. EPGS 2. ADC
EPG and Service Graph Please assoclale & gragh 1emplale 1o consumer and provider EPGs

Template é EPD Al Craphic Templsts iosraten

Consumer BPG: Jandapd fepgl bl Prowicer EPG:  Jun/an ' epgl

if you uncheck “Allow All Gragn Tempate: graphl -
Traffic” i.e. IP Any any or you e

can create your own SpeCIfIC Contract: @ Croate A Mew One Chooss An Existing Cne

filter entries P

Cortract Name: ol

 GiscollVE!
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Apply L4-L7 Service Graph Template to EPGs

APPLY L4-L7 SERVICE GRAPH TEMPLATE TO EPGS 0Ll

STEP 2 = ADC 1. EPGS 2 ADC

Pleasa check featuns boxes to create or modily parameters of the selected feature.

Davicn Cusiai o bon
Devee Oumer  desl 2

Fambiras ol Ppegmplions

AL PARANETERS |

F-m: AN PARARME TERS
FOLOE EPefeam MAME LR ARy TO SPECIFC DEVICE
Matwork & i Devier Canfig Devkn
& B Contgue Hetwork netwars
% M B et ¥
=] T I Addres e 152188010
| B £ Nt Mask nebwask 152550
& = = 1 TCP Prafile trpprois
= T vame poflename TCRFrOfe
* F ECirung L
=) T Default Gatwway ety HOLBLAD.
= T Metuerk Mask fp—y 25895 3550
= E St N Al
& B —EL VLA
= o ] 0
B 3 punction cosig Pacton
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2015 T-Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

* Directly from your mobile device on the Cisco Live
Mobile App

By visiting the Cisco Live Mobile Site
http://showcase.genie-connect.com/cimelbourne2015
* Visitany Cisco Live Internet Station located

throughout the venue Learn online with Cisco Live!

Visit us online after the conference for full
T-Shirts can be collected in the World of Solutions accessto sessionvideos and
on Friday 20 March 12:00pm - 2:00pm presentations. www.CiscoLive APAC.com

Cisco (lVf/
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