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Why Cisco Nexus 1000V

Cisco’s Virtual Networking Vision
Cisco Nexus 1000V v 2.1+

Now It is Free!

Deploying N1k

Best Practice Updates
Upgrading N1k

vTracker

Resource availability
vCenter Plugin

VXLAN

Virtual Services with vPath

Nexus 1000V for Microsoft Hyper-V
Architectural Enhancements
Q&A
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Unstable Cliffs
Keep Clear

Cisco (f'l/ﬂ,/
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. LOSlng the Edge. e VMs on Wrong VLANS!

Server Admin Host Host Host /Aést
d
must handle p—
network o=
configuration
Server No Network Visibility or
Admin Control!
Unchaperoned VM-
to-VM
communication!

Network
No Policy and | Admi

VLAN control! iscorl'l/&/
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_ And Finding it Backl

Host Host Host Host

Server Admin
freed from
networking

configuration

~1

7
Distributed Switch managed by Admi /
Network Admin Cisco l? Y #
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Nexus 1000V Archltecture

' Comparlson to a Physical SWltch

@

Network '
Admin I
1

|

Modular Switch

Back Plane

"l

Server
Server 1 Server 2 Server 3 Admin

BRKVIR-2012
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Nexus 1000V Archltecture

“Moving to aV|rtuaI Envwonment s

@

Network '
Admin I
1

|

Modular Switch

o
=
<
o
X
@)
@®©
(an]

i -—>
ESX ESX ESX
Servgr % % %
Admin ) Cisco ((Vf:/
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Nexus 1000 Archltecture

Superwsors Virtual Superwsor Modules (VSI\/IS)

Virtual Appliance

Admin

o
=
<
o
X
@)
@®©
(an]

‘ LB | -)
' Hypervisor Hypervisor Hypervisor
VSM: Virtual Supervisor Module Server % g % /
Admin ( ’
Ciscoll l/&

Cisco Public
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~ Neéxus 1000 Architecture

Linecards: Virtual Ethemnet Modules (VEMs). = = = = .
Network e _______________-----9 VSM1
Admin ' e

Modular Switch

Back Plane

' Hypervisor Hypervisor Hypervisor
VSM: Virtual Supervisor Module Server g g %

VEM: Virtual Ethernet Module Admin ’ /
Cisco (( l/&
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Cisco Nexus 1000V Overwew

Archltecture con5|stentW|th other modular SW|tches e
Virtual Appllance

Network
Admin

Modular Switch

Back Plane

| -)
' ervisor ervisor pervisor
VSM: Virtual Supervisor Module Server = = =i

VEM: Virtual Ethernet Module Admin ’ /
Cisco (( l/&
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Cisco Nexus 1000V Overwew

A Feature- rlch Dlstrlbuted Vlrtual Software SWltch

Hypervisor

/< _/
—sever |

« Virtual or Physical appliance running Cisco

NXOS (supports Hi-availability)
» Performs management, monitoring, and

configuration

* Tight integration with virtual management

platforms

o= 4

Cisco Nexus 1000V VSM

BRKVIR-2012

VM VM
. —

Hypervisor

A
—senver |
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VM VM VM VM
G N

S N /‘““
Isco il

Nexus
1000V

| JNpNE

Hypervisor

/7
—sewer |

» Enables advanced networking capability on
the hypervisor

* Provides each virtual machine with dedicated
“switch port”

e Collection of VEMSs : 1 virtual network
Distributed Switch

=

VM Management Station Cisco({‘/e’/

Cisco Public 12



Clsco Nexus 1000V Overwew

Consistent NX-OS Featureset for Vlrtual Networks | - e

SWItCh I ng = IGMP Snooping, QoS Marking (COS & DSCP), Class-based WFQ

= Dynamic ARP inspection, IP Source Guard, DHCP Snooping

Security

Network SerViceS everaged by Virtual securl ateway y V

P rovisionin g = Optimised NIC Teaming with Virtual Port Channel — Host Mode

Visibilit
y = SPAN & ERSPAN (policy-based)

Management —

= Hitless upgrade, SW Installer

Ciscoll




Cisco Nexus 1000V Archltecture

vPath and VXLAN
Virtual ADp Iiance

ASA 1000V N1KV VSM Cisco VSG | Cisco VWAAS CSR1000V | Citrix VPX* Imperva WAF*
_—— —— - ' >
Virtual Service Data Path Virtual Extensible LAN
(vPath) Ethernet/IP (VXLAN)
Embedding intelligence for Network Fabric Scaling LAN segments
virtual services DC-wide VM Mobility
» Service chaining (traffic Z N * LAN segment across Layer
steering) ( Nexus 1000V ] ( Nexus 1000V ] 3
. Fastpath offoad + Works ith exising network

infrastructure

* 16 million segments

 VXLAN aware Hypervisor Hypervisor
ESX, Hyper-V =] KVM, Xen =

Cisco (M’,/

*To be released in CY13 14



Cisco Virtu al Net\)v‘ci)_ rki ng Vis on %

— Nexus 1000V

Multi-Cloud

Multi-Services

Multi-Hypervisor

Cisco (l'l/&/
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Con5|stent Cloud Networklng

Across Hyperwsor and Orchestration Tools .

Cloud Portal
and Orchestration

L4-7

Virtual Network
Infrastructure
L2-3

Hypervisor

Computing Platform

Physical Network

Storage Platform

BRKVIR-2012

CITR!X stfoenf
StTackK CISCO openstack

vCloud Director/ o CIAC/

: System Citrix
Automation OpenStack/
Centre Centre CloudPlatform Partners

Cloud Network Services

J/AVARS ASA 1000V VSG NAM NetScaler Partners

vPath

Nexus 1000V

vSphere - XenServer

UCs

Unified Fabric (Nexus 2000 — 7000)
. Emc FBNetapp e
Cisco" l/&/

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 16



Cisco Cloud Serwces

Hypervisor agnostlc multi-service platform e

Cisco Teﬂ ant A

Virtual 1%3(?\/ Imperva
Security Cloud Cloud Citrix Secu\;\(/e,flghere
Gateway  rirawall Services NetScaler >

@ VWAAS Figg(t;/r 1000V %
-~ F=——a
S mem v <P I

! & 1 1

Nexus 1000V

vPath VXLAN

Multi-Hypervisor (VMware, Microsoft*, RedHat*, Citrix*)

News 1000V § VSG ] ASA 10001 e
Cloud Router Services

- Distributed switch « VM-level controls - Edge firewall, VPN + WAN + WAN L3 gateway %t(r)lngetScaler
« NX-OS consistency - Zone-based FW - Protocol Inspection optimisation - Routing and VPN
- App, traffic  Imperva Web App.
' Firewall ’
9000+ Customers Shipping Shipping Shipping Shipping Cisco{"/f;
BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.
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~ Cisco’s Vision for Hybrid Cloud

vhy i
. o BN 1 KV Switching o
1 ng < ASA Firewall
-, »59 I0S Routmg

N1KV
InterCloud

)v
¢ ))u

Private Cloud

+ Dev/iQA

: . * |Intern/Partner VDI . .
+ Disaster recovery/avoidance + Security consistency

« Training Apps

* Network consistency

* Bursting

+ Upgrade/migration + Policy consistency

« Initially low-value workloads

ciscouvo,

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 18
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Nexus 1000V is Free!



' 'V'Now CISCO Nexus 1000V |s Free

FIeXJbIe prlcmg model to meet customer needs

The world’s most advanced virtual switch Adds Cisco value-add features for DC and Cloud
» Full Layer-2 Feature Set » All Features of Essential Edition
 Security, QoS Policies » VSG firewall bundled (previously sold
« VXLAN virtual overlays separately)

« Full monitoring and management * VXLAN Gateway
capabilities » Support for Cisco TrustSec SGA
« vPath enabled Virtual Services  Platform for other Cisco DC

Extensions in the Future

Start using the FREE ESSsential’ Edition toaay.
Download from

CiscollV(/
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http://cisco.com/go/1000v

Cisco Nexus 1000V Overwew

Two EdlthﬂS Essentlal &Advanced

Essentlal ($0) Advanced ($1038/cpu)
VLANSs, ACL, QoS v v
vPath
VXLAN
LACP
Multicast
Netflow, ERSPAN
Management

vTracker

N N N N NIRN

vCenter Plugin

Virtual Security Gateway
Cisco TrustSec SXP Support
DHCP Snooping

IP Source Guard

N N N N NN U N NN

Dynamic ARP Inspection Ciqro(('l/f,/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved Cisco Public 21




Cisco Nexus 1000V Essentlal Edltlon

It's Free: Start Using Today

Download Software Install Nexus 1000V Create Port Profiles
v2.1 from cisco.com* Using new Installer App** & Start Using N1KV

Note: *CCO login required
** By default, the switch will be in Essential edition after installation

Cisco ((Vf;/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 22



~ Cisco Nexus 1000V Advanced Edition

Download Software Install Nexus 1000V Change Switch mode
v2.1 from cisco.com Using new Installer App to Advanced*
, & Start Using N1KV

Command:
“svs switch edition advanced”

Note: * Ensure Nexus 1000V licenses are installed prior to enabling
Advanced edition Cisco(f'l/f:/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 23



| Cisco Nexus 1000\/_ Advanced Ed_i_t_i,oh i

Download Software Install Nexus 1000V Change Switch mode
v2.1 from cisco.com Using new Installer App to Advanced*

Enabling Advanced Edition is as simple as running a command!

Duration: 60 days trial license
License Activation: Yes

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.



‘Existing Customers

Free Upgrade to Advanced Edltlon

E—)

Free upgrade to
Release 2.1 Advanced

No Cost
use existing licenses

and deployed

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Cisco (M’/

Deploying Nexus 1000V
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Installer Ap pil‘ica‘ti'dfh:_i‘

Cisco Nexus 1000V installer App

(=) Cisco Nexus 1000V Complete Installation

() Standard () Custom

1] l l l 0 l ' l 0 () Virtual Ethernet Module Installation

c ' S C o () vCenter Server Connection

Nexus 1000V

Nexus 1000V will be installed in "Essential
edition. For Advanced edition, execute
'svs switch edition Advanced’

after installation.

o T————
( Exit )
N ———

Cisco (('V&/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 27



B PN RN e oy

Config File F’eatju re(Sc reens

Mexus 1000V Installation Management Center = |I:I| X|

Steps Basic Configuration Data

1. Prerequisites N - |
2. wiZenkter Server Credentials TrEirEEs s I
3. Basic Configuration Data Host 1
4. Basic Configuration Rewview IF Address [ Mame I Browse
5. Confirmation
Data Store
&, Hosts Selection I Srowss
7. Hoskt Rewview Host 2
IF Address f Mame I Erowse
Data Store I Browse
Wirtual Machine Mame I
OWVA Image Location I Browse I
Layer 2 fLayer 3 Connechivity ¢~ Layer L2 i* Layer L3
o W | B WSM TP Address |
CISCO . '
= Gateway IP Address I
Nexus 1000V Domain ID I
Management VLAM I
Migrate Host{s) to DVS = Yes = Mo
Sawve Configuration I - |

Enter a valid primary host IP address.

IWI MNMext = I Finish I Cancel I »
Cisco ll’l/f:/
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B PN RN e oy

Installation Steps (Screensh ot s)

A Nexus 1000V Installation Management Center =10 =]
Steps Basic Configuration Rewview

1. Prerequisites

Installation Progress:
2. wiZenkter Server Credentials

Configuring Properties
Configuring Metwork

ag Control VLAM

J Management VLAMN

. Basic Configuration Daka

<. Basic Configuration Rewview
5. Confirmation

&. Hosks Selection

7. Hosk Rewview
Setting Properties

W

Checking ¥SM Status
J Configuring Virtual Device Specdification
J Configuring Property Specdification
( Powering On VSM
Establishing S5H Connection {this might take a few minutes)
J Registering Extension with wCentber
( Creating SVS Connection

stfoan]se
CISCO.

Nexus T000V

Cleaning Up the Installation
J Removing OVF Properties
J Deleting Temporary Files
validating Install
Installation Completed
Add Host to Mexus 1000V DVS

W (A

Creatng Port Profiles
Migrate Eligible Adapters
Migration Completed

Install VEMs using VEM installer

< Prew I Mext = I Fimish I Cancel I

Cisco “ ny‘

29



> D SR NS 1

Add Sdditional Host (Screenshots)

ey Nesxous 1000V Installation Management Center =100] =]
Steps Confirmation

1. Prerequisites Do wou want to add more modules?

2. wZenter Server Credentials

3. Basic Configuration Daka i Yes Mo

4. Basic Configurakion Review

5. Confirmation " Install VIB = Install VIB and add module to Mexus 1000V

5. Hosks Selection

7. HosE Rewview Management VLAM: I|

stfocrfre
CiISCO.

Nexus T000V

Enter a valid management VLAM.

< Prewv I Mext = I Finish I Cancel I

CiscollVC/ |




Terminology :
— Online VIBs — used by VMware Update Manager (VUM)
— Offline VIBs — used by N1k installer and for manual installs

Cisco.com — N1k download page — All offline VEMs for a VSM, posted on
release date

VSM portal — Both offline and online VIBs for compatible vSphere versions
released before N1k

VMware online portal — used by VUM — All online VIBs

Cisco ((Vf;/
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vSphere and NIk Capability

= N1k will support 2 to 3 vSphere versions

= N1k is binary compatible with vSphere — will automatically support all patches
and updates on a vSphere version !

= Refer to compatibility information in the release notes

BRKVIR-2012

1 /
Cisco (( %4
© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public



VEM Installation

= Installer Application — uses vCenter API to install VEM on the host
= VUM — Automatically installs VEM when host is added to N1k DVS

= Manual install — more control over installs, needs scripting to scale

Cisco ((Vf;/
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-Deploylng Large Numbers of Hosts
No Network Admin Actions: Requuredl e

Set up a host

VUM for VEM installation

— Complete with port profiles!

Create a host profile
Add hosts using host profile
Nexus 1000V is Added!

Profile Mame: IUCS Profile

Profile/Poli

[E3]
=

T

o 0
0
0
o

Physical NIC configuration
vNetwork Distributed Switch

Service console virtual NIC (vNetwark Distributed..

Host virtual MIC

I

= I[mages from VMware vSphere

BRKVIR-2012

© 2014 Cisco and/or its affiliates. All rights reserved.

& AT

BS ervation configuration

E'j Storageconﬁgumtlon
Er'j Metworking configuration
(2 [ wswitch
ﬁ Virtual machine port group
Ef] Host port group
i:’:l Service console port group
[ DMsconfiguration
E'? IP route configuration
EI!J‘ Service Console IP route configuratbon
'_Ef] Physical NIC configuration
i:’:l wMetwork Distributed Switch
ﬁl Service console wirtual NIC {(wMNetwork Distributed...
[ Hostwirtual MIC
Date and time cc
A Firewall configu s
{5 Security configu - \l\/ v
[} sServiceconfigur \J X |\\
Y advanced confic i\ -« l[
) userconfiguratic i l/l $§
iﬂ User group conf §1\ h

CiscollVC/

Cisco Public
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Best Practice Updates
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LACP for “Clustered” SW|tches

Cisco vPC VSS VBS Stack

802.3ad LACP used by both sides
to agree on how to load balance

Flow-based balancing allows

more than one physical NIC to be
used by a virtual NIC

Post 4.2(1)SV1(4) use of active Many hashing methods avallable
mode is preferred c|sco(ll/€, ;

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



MAC Plnnlng Keeplng |t Slmple

Slmplest Conflguratlon no upstream features requnred e

All Pnics with the same port
profile create a port channel

=EL Each pnic is formed into its
own subgroup

Each vnic is pinned to a

| |
NI )

I

g particular pnic
< PortChannel > vnics balanced acrois pn!‘c;i’ [
ISCO ’

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



VSMBestPractices = S P rorvour -

¢t Y Reference -

= |3 control is recommended for new installations
— No need to change a working L2 control setup

= Management, Control, and Packet can use same VLAN
= Do not use VLAN 1 for Control and Packet

= Primary and Standby VSM must be in the same L2 domain

= VSM VM can be backed up for recovery
— Configuration backup must be done separately
— “Configuring VSM Backup and Recovery” in System Management configuration guide

= |f deploying VSM on remote storage, know the caveat

— Storage failure will make N1k VSM non functional (NXOS mount partitions will go into read-
only mode)

Cisco ((Vf;/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



= vMotion, DRS of VSM is supported

— Define anti affinity rules for Primary and Secondary VSMs

= Aggressive DRS vMotion setting can cause VSM to drop packets. Can result in
lose connectivity to VEM or switchover

= Using the Nexus 1110 is a popular option that will avoid :
— VSM storage concern
— VSM DRS concern

Cisco (f'l/f;/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



vI\/Iotron Inter Data Centre le Deployments

Data Centre F o C b el Data Centre 2

vSphere 4.1 Cluster

DCI Latency

Y
= Max 10ms
f\ B
for DC 1

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Upgrading the Nexus 1000V
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Upgradlng the Nexus 1000V Software .f:_. |

Keeping the Boundarles

3. Server admin
upgrades VEMs

1. Network
A admin

upgrades
/ VSMs

Server admin still
owns the
“hardware”

.

. 2. VSM makes new VEM
L 1 - -

\' =, version available

1 18) vmware o

vCenter Server M

Cisco {f'l/&ldz
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© Upgrading the Nexus 1000V Software

= VSM upgrade — Identical to other Nexus Products

= Upgraded VSM can work with previous version of VEM — So Server Admin schedule the
upgrade as per is convenience (note Caveats later)

= VEM upgrade — should be handled (process and tools) as any other host upgrade
(patches, updates)

= VEM upgrade options
— VUM - caveat : currently automated but inflexible
— Manual — flexible

= N1k upgrade utility for N1k upgrades with enhanced prechecks and error reporting
coming — Stay tuned !

Cisco ((Vf;/
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Runnlng Older_ VEI\/Is W|th Upgrade VSM

Operatlons Allowed

* Add or remove ports (ETH and VETH).

«  Shut or no-shut a port.

*  Migrate ports to or from a vswitch.

« Change port modes (trunk or access) on ports.
« Add or remove port profiles.

*  Modify port profiles to add or remove specific features such as VLANS, ACLs, QoS,
or PortSec.

«  Change port channel modes in uplink port profiles.
* Add or delete VLANs and VLAN ranges.

 Add or delete static MACs in VEMSs.
= Note: Queuing configuration changes not supported on QoS. ,
° J J J PP Q Cisco (( l/&/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



= Combined Upgrade: You can simultaneously upgrade the VEM and ESX
versions

— Requires vSphere version 5.0 Update 1 and above
= Supported in Nexus 1000V version 4.2(1)SV1(5.2) and above
= Can be done with VMware Update Manager or manually

= Upgrade few hosts or clusters incrementally when you upgrade Manually

— Upgrade during normal working hours (no maintenance mode required) or short
maintenance windows

— Supported with combined upgrades of VEM and ESX, and also with manual upgrades
of VEM alone

Cisco (M’/
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vTracker : VM Visibility



‘What is \/Traé.k.e.r'?"

= vTracker provides VM information through VSM
» Works by pulling information from vCenter

= Following different views are available
* Upstream

Vian

Module Pnic

- VM

VMotion

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

Cisco ((Vf;/
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‘Upstream Vlew -

Po1, Mac Pinning :;

Veth 10,11 Veth 9

BRKVIR-2012

34

Eth3/3 Eth
XEES.
104

VM3

Veth 1, 2

© 2014 Cisco and/or its affiliates. All rights reserved.

* Provides end-to-end network
information from the physical switch
to VM Veth ports

 Cisco Discovery Protocol (CDP)
neighbour information must be
enabled on network

Cisco (f'l/f;/

Cisco Public
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‘Contd Ubstr eam Vi eW .

VEM-N1k# show vtracker upstream—-view

Device-MName Device-Port Server-Mame PC-Type Veth-interfaces
Device-IP Local-Port Adapter Status PO-Intf
Upstream—SW-A Gigl2/7 172.23.232.117 MacPinn 1e8-11
172.23.231.27 Eth3/3 vmnicZ up Pol
Upstream-5SW-B Gig3/1e 172.23.232.117 MacPinn o
172.23.231.15 Eth3/4 vmnic3 up Pol
Gig3/B 172.23.232.11B Default 1-2
Ethd/3 vmnicZ up Po2
Gig3/9 172.23.232.11B Default 1-2
Ethd/4 vmnic3 up Po2
VEM-N1k#

Cisco ((Vf;/
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‘Module PNic View

Provides hardware/firmware information on pnics
show vtracker module-view pnic [module number]

VEM-MN1lk# show wvitracker module—-wview pnic

Mod EthIf Adapter Mac—-Address Driver DriverVer FwWer
Description

3 Eth3/ 8 wmnicF BRASA.5652Z2. T935 igb 2.1.11.1 1.4-3
Intel Corporation B2576 Gigabit Metwork Comnection

4 Ethads3 wmnic? BRA5A.565e.dT74 elll@ B.A.2.2-1vmw—-MNAPT MSA
Intel Corporatiom B2546GB Gigabit Ethermet Controller

4 Ethars4 wmnic3 RRSA.565e.df75 ell@d B.B., 3. 2-1vmw—NAPTL M A
Intel Corporation B2546GEB Gigabit Ethermet Controller

Cisco ((Vf;/
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‘Vlan View:

Provides information on all the VMs that are connected to a specific VLAN or a range
of VLANS

show vtracker vlan-view [vlan number/range]

VEM-MN1k# show witracker wlan—wview

#* R = Regular Vlamn, P = Primary Vlian, C = Community WVlan
I = Isolated Vliam, U = Invalid
WLAM Type VethPort VM Mame Adapter Mame Mod
1 R — — — —
233 R — — — —
335 R — — —
336 R — — —
3I3T R — — — —
338 R — — — —
3320 R Veth3 gentoo—2 Met Adapter = =
Vethad gentoo—2 Met Adapter 4 3
Weths gentoo—2 Met Adapter 2 3
348 R — — — —
341 R — — — —
428 R Wethl Fedora—vM2 Met Adapter 1 =
4871 R Wethl Fedora—vM2 Met Adapter 1 =
g2 R Wethl Fedora—vM2 Met Adapter 1 =
a3z R — — — —
484 P Vetht Fedora—VvVM1 Met Adapter 1 4
485 C Wethz2 Fedora—vVM2 Met Adapter = =
486 I Weth¥ Fedora—VvVM1 Met Adapter 2 4 (, /
ciscollVZ,
BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



VM VNic V|ew

Provides information on vNICs

VEM-M1k# show viracker wvm—wview wvnic
# Metwork: For Access interface — Access wvlam, Trunk interface — Mative wvlan,
VELAN interface — Seagment Id.

Mod VM—-Mame VethPort Drv Type Mac—-Addr State Metwork Pinning
HypwPort Adapter Mode IP-Addr

3 gentoo—2 Veth3 Vmxnet3 AR5@A.560b5.37de up 330 Eth3I 8
1825 Adapter 3 AacCCeEss nga

3 gentoo—-2 Vetha Elapa 2R5R.56b5.37dT up 3309 Eth3s8
1826 Adapter 4 AaCCeEss nga

3 gentoo—2 Veths Vmxnet2 BA5R.56b5%.37dd up 330 Ethz/B
1az4 Adapter 2 ACCEsSS nga

4 Fedora-VM1 Veth? Elapga BR5R.56bb.4fcl up 436 Ethd4s3
4258 Adapter 2 pwlan 18.184.249._ 409

5 Fedora-VM2 Vethl Elaga 2R5R.56b5. A9ED up 1 PooS
188 Adapter 1 trunk nSa

5 Fedora-VHM2 Vethz Elaga BR5R.56b5.898d up 485 PoS
3232 Adapter 3 pwlan 18.184.249._ 68

VSM-N1k# Cisco ((l/&/
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VM Info View

Provides information on all the VMs that run on each serve

VEM-M1k# show wtracker wvm—wiew info module 4

Module 4:
VM Mame: Fedora-WM1
Guest 0Os: Other Linmux (32-bit)
Power State: Powered 0On
VM Uuid: 421871bd-425e—c484—dBEE—1LTES5T4T1lbc5@
Virtual CPU Allocated: 1
CPU Usage: 1 %
Memory Allocated: 256 MB
Memory Usage: 1 %
WM FT State: Uk mown
Tools Running status: Mot Running
Tools Version status: not installed
Data Store: MFS1_4
WM Uptime: 1l day 29 minutes 46 seconds
VM Mame: Fedora-VM2
Guest 0Os: Other Linmux (32-bit)
Power State: Powered On
VM Uuid: A421B8ab37-d56d—-63ed4—-3bRR—-T7E49401871e
Virtual CPU Allocated: 1
CPU Usage: 1 %
Memory Allocated: 256 MB
Memory Usage: 1 %
WM FT State: Umkm o
Tools Running status: Mot Running
Tools Version status: not installed

Data Store: MFS1_4

WM Uptime: 5B minutes 28 seconds ('V /
CiscollVC,
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show wvtracker wvmotion—view [now | Llast =1-108=]

WEM-MN1lk#&# show wtracker wmotion—wview count 28
Mote: Command execution is in progress..

Mote: WM Migration events are shown only for VMs currently
managed by Mexus 1000w.

#% '—' = Module is offline or mno Longer attached to MexuslPadw DVS
VM-Name Src Dst Start—Time Completion—Time
Mod Mod

rk-ubt-1-8046 § 4 Mon Sep 3 18:42:27 2012 OnGoing
rk—ubt-1-8845 =] 4 Mon Sep 3 18:42:27 2012 O0nGoing

rk—ubt-1-8831 =] 4 Mon Sep 3 1B:42:27 2012 Mon Sep 2 18:44:18 2812
rk—ubt-1-8821 =] 4 Mon Sep 3 1B:42:27 2012 Mon Sep 32 1B:42:42 2812
rk—ubt-1-g@a20 & 3 Thu Aug 16 14:25:26 2012 Thu Aug 16 14:27:55 2812
rk—ubt-1-28823 & 3 Thu Aug 16 14:25:26 2012 Thu Aug 16 14:27:58 2812
rk—ubt-1-B8825 & 3 Thu Aug 16 14:25:26 2012 Thu Aug 16 14:26:13 Z812
rk—ubt-1-a@a2z24 & 3 Thu Aug 16 14:25:26 2012 Thu Aug 16 14:26:12 Z@A12
rk—ubt—-1-BB26 & 3 Thu Aug 16 14:25:26 2012 Thu Aug 16 14:26:89 2812
RHEL-Tool-VmServer - 3 Wed Aug B 12:57:4B 2012 Wed Aug B 12:5B:327 2012

VSM-N1k# Cisco ((Vf,/
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Resource Availlability



‘Resource Availability Overview -

Provides easy visibility for

» Configuration limits on various “resources” on Nexus 1000V.

« Resources could be vethernet ports, port channels, VLANS, etc.

« Current usage of these resources

Can be used to determine resource availability for whole DVS, per module or per
resource.

For whole DVS and module — similar to ‘show tech’ i.e. series of show commands
executed one by one.

For a specific resource — first prints DVS-wide limit and usage followed by per-module
stats (if applicable)

Cisco (M’/
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Supported Resources

awi toh#E

switch# show resource—availability ?

=R
=
e

acl

ethports

ip

wathports

|

eBourmces
rreaourmseE
rregounroe
rregounroe
rreaounroe
rreaounroe
rresounroe
eBourmces
rreaourmseE
rregounroe
rreaounroe
rreaounroe
rreaounroe
rregounroe
rreaourmseE
rreaourmseE
rregounroe

Redirect it to a file
Redirect it to a file in append mode

information
information
information
information
information
information
information
information
information
information
information
information
information
information
information
information
information

for
for
for
for
Ffor
for
for
for
for
for
Ffor
for
for
for
for
for
for

command ocutput to £filter

gwitch# show rescurce—availability

Aacl

all resources
bridge—domains
ethearnet ports
hosts

I

mac address table

a specific VEM
ethernet apan
Hetf1ow

port channels
port-profiles
port security
private wlan
oS and gueuing
wathernet ports
wlan

Cisco ((ny/




Resource Availability - Example 1

Haximm number of hosts that can be added o DWS: 64
Fumber of hosts currently powersd up: 1

Fumber of hosts currently absent:z: 0O

Fumber of hosts that can be added further: 63

"show resource—availabhility port—channel dvs—only™
Haximm number of port channels per DVS: 256
HFumber of port channels currently created: 2
Fumber of port channels available: 254

"show resource—availability port—profile”™
Haximm numbear of port-profiles per DVS

Fumbar of port—profiles in ussa

Humbear of port—profiles available

Haximm number of system port—profiles per DVS
Humbear of aystem port-profiles in uasa

Humbear of aystem port—profiles available

"show respurce—availabhility wethports dves—-only”™
Haximm number of Veth ports per DWVS: 2048
Humber of Veth ports used: 0

Humber of Veth ports available = Z048

"show resource—-availability wlan™

Cisco ((ny/




Resource Availability - Example2

switch# show resource-availability module 3
“"show resource-—-availability acl module 37
Haximm number of ACL instances per host is
Instances created is o

Instances available is 256

"show resource-—-availability ethports module 37

Haximm npumber of Eth ports per module: 32
Humber of Eth ports in module: 3

Humber of Eth ports available for module: 29

"show resource—availability mac—address—table module 37

Haximm HMAC Addresses per module: 32000

Hodule Ueed Available

22 3i1s7a

"show resource—-availability port—channel module 37

Haximm number of port channels per module: 8
HFumber of port channels in module: 2
Humber of port channels available for module: &

"show resource—availability gos—gueuing module 37
Haximm pumber of instances per host is 256
Instances created is o

Instances available is 256

“show resource—-availability wethports module 37 »
Cisco(f ny/




gwitch# show rescource—-availability ip igmp snocoping 7
<CR>
Redirect it to a file
Redirect it to a file in append mode
Pipe command ocutput to filter

gwitch# show rescource—-availability ip igmp snooping
Hax numbear of IGHPF groups supported: 512

Humber of IGHP groups in use: 0

Humber of IGHP groups available: 512

awitch#
gwitch# show rescource-availability port-channel 7
<CR>
= Redirect it to a file
e Redirect it to a file in append mode
Show VEM specific information
| Pipe command output to filter

gwitch# show rescurce-availability port—-channel

Haximm number of port channels per DWVS: 256
Humber of port channels currently created: 2
Humber of port channels available: 254

Haximm number of port channels per module: B

Hodule Used Awvailable

3 2 &

Hote: Hodules not seen in abowe table are either not added to DVS or have all 8 port channels available

switchs Cisco ((ny/
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vCenter Plugin



= Provide visibility to Server Admin on networking

= VVC Plugin Ul uses REST API to get info from VSM
= Requirements :

« N1k 4.2(1)SV1(2)

VMware vSphere web client 5.1 only

« vCenter version can be 5.0 or 5.1

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.
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Dashboard View

lssues | Tasks | Events | Health | Cisco Mexus 10004

Getting Started | Dashboard | Switch  HostsEM  About

Cisco Nexus 1000% Summary

System
Switch Mame M-08 Yersion WEM IP OC Mame Connectivity od W Connectivity VSR HA
CH-YEM-S1-MNM-T 420118201 1 [huild 10750121 DC-123 L2 Connected true

4 201354201 0.194]]

Network Statistics

WLAR TWELAN ws Max

VMICS ve Max Hosts vs Max FPor-Groups ws Max Yeths/Host Max
Wlan Wulan
102048) 10641 204972045) 10216 202302048) [REE (R EECy]
Licenses
Cisco Mexus 1000% Edition:  Essential
License Type Licenses Available Licenses Lised Earliest Expiration Status
MEXUS W55 SERVICES PRG 2 ] 24 Moy 2012 Urused
MEXUS_ASA1000% _SERVICES PR 16 u] 24 Moy 2012 Urused
MEXUSA000%_LAN_SERVICES_PHG 2 ] 24 Moy 2012 Urused

Cisco (M’/
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‘Switch View |

Issues | Tasks | Events | Health | Cisco Mexus 1000

Getting Started  Dashboard | Switch | HostsAEM About

Cisco Nexus 1000% Switch Level Details

HosthE Wi o Fart Groups yi|Cs Uplinks

Host Mame ME-08 Version Host IF License Host i Module Whis f Host WHICs f Host

10.73.0123 42011382011 10.73.0.125 licenzed & 1 1

Jisco ((Vf;/
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Hosts/VEM View

Issues | Tasks | Events | Health | Cisco Mexus 10000

Gefting Started  Dashhoard  Switch | HostsNWEM | About

System
Host Marme MH-05 Wersion Host IP License Hosti Module Whis f Host YHICS [ Host
10.78.0125 4 20112201 17 10.75.0125 licensed 3 1 1

W Info FPort Groups W[ Cg Uplinks

Whis WRICS Adanpter Statuz  Port Group WLAMNS Host D
ESX-Host-124 Wethernett Met Adapter 1 / 1512 1812 3

(Coosou | .
Cisco (( Vf/
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Virtual Extensible Local Area Network (VXLAN)



Virtual Workload on Physical Data Centre

Elastic Virtual G s B i
Workload Tum VM VYR VYR Exceeding Capacity
—— g Wi T
VM VM

o il -t -l -l - o i

On Physical Server & How to Optimally Leverage
Network Infrastructure ZNY P2NS Physical Infrastructure?

Cisco {f'l/&/
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" ‘Scalable Pod Deployment W|th VXLAN W|th|n a
‘Data Centre

Logical Network Spanning
Across Layer 3

‘
Utilise All Links in — _
Port Channel with UDP Add More Pods to Scale

Cisco (( l/&/
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Virtual Extensible Local Area Network (VXLAN)

= Ethernet in IP overlay network
— Entire L2 frame encapsulated in UDP

— 50 bytes of overhead

= Include 24 bit VXLAN Identifier

— 16 M logical networks

— Mapped into local bridge domains

= VXLAN can cross Layer 3

= Tunnel between VEMSs

il Outer Outer
MAC | MAC
DA SA

Outer

| 802.1Q |

Outer
IP DA

| 1P sA

= |P multicast used for L2
broadcast/multicast,
unknown unicast

= Technology submitted to IETF for
standardisation

— With VMware, Citrix, Red Hat, and
others

— UDP Port 4789 assigned to VXLAN

Ethernet Frame

Optional
Inner
802.1Q

Original
| Ethernet
Payload

VXLAN Inner Inner
| ID (24 MAC MAC [
bits) DA SA

Outer
UDP

Outer

VXLAN Encapsulation [
Cisco (( 74
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| ‘Nexus 1OOOVVEMV|\/|KNICS :VT EPS .

= Management VMKNIC
— For VSM to VEM communication

= VXLAN VMKNIC(s)
— For terminating VXLAN encapsulated traffic Mgmt VMKNIC———
— VTEPs — VXLAN Tunnel endpoints VXLAN VMKNIC =

— Connected to a “Transport VLAN" to carry
VXLAN traffic

Cisco (f'l/f:/
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VXLAN Forwarding Basics

Forwarding mechanisms similar to
Layer 2 bridge: Flood & Learn

VEM learns VM’s Source (MAC, Host VXLAN
IP) tuple

Broadcast, Multicast, and Unknown
Unicast Traffic

VM broadcast & unknown unicast traffic are
sent as multicast

Unicast Traffic

Unicast packets are encapsulated and sent
directly (not via multicast) to destination host
VXLAN IP (Destination VEM)

' ------------------ l
'---1 -------------- ' '
VM VM VM VM

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.
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i Broadca_st and Unknown Unlcast |n Enhanced"

VXLAN

Broadcast / unknown . n
unicast

VEM performs replication
and encapsulation

No Multicast Needed



SHIPPING

VXLAN MAC Distribution

Send unicast to MAC X

J VEM 1P/ MAC Table

J VEM 1P/ MAC Table

VXLAN IP/M Ac— —_— VXLAN IP/IMAC
> Malicious VM in . >
5000 .[a.a. VXLAN 5000 5000 ?[aaal
[b.b.b] EEATa [b.b.b]
D(c.c.c] 10.10.10.10 / 20.20.20.20 1D [l
?[d.d.d] N

VSM distrihutes
& f - T VXLAN / MAC
_Packet Dropped. . I S aple

VSM learns VXLAN /MAC | B vxiaN Wl IP/MAC
E 5000 »[a.a.a]

®[b.b.b
Nexus® 1000V VSM .[[c_c,c]]

?[d.d.d]

Unknown Unicast Flood Prevented




| PREVIEW |

VXLAN ARP Termination
[19211.1.aaal [192111.b.b.b] [192

J VEM 1P/ MAC Table R VM 3ARP requestfor
192.1.1.1

VXLAN IP/MAC VXLAN IP/MAC
192 1 VEM ARP reply with
5000 ®[192.1.1.1,aa4] VM1sMACaaa [192111 a.a.a)
$[192.1.1.1,b.b.b] $[192.1.1.1,b.b.b]
[192.1.11,c.cc] 10.10.10.10 . 20 20.20.20 119214l c.C.C]

VSM distributes
4 Data Centre VXLAN / MAC
In this mode VEM learns
VXLAN /1P / MAC

Network VSM IP / MAC Table

VSM learns
VXLAN /1P | MAC . VXLAN IP/MAC

5000 ®[192.1.1.1,aa.4]

\b[192111 b.b.b]
Nexus® 1000V VSM D[192.1.11,c.c.c]

1.1.1,c.c.c] I VEM IP / MAC Table

No ARP Broadcast




Enhanced VXLAN

Packet

Broadcast /
Multicast

VXLAN

(multicast mode)

Multicast
Encapsulation

Enhanced VXLAN
(unicast mode)

Replication
plus
Unicast Encap

VXLAN Mode

Enhanced VXLAN
MAC Distribution

Replication
plus
Unicast Encap

Enhanced VXLAN
ARP Termination

Replication
plus
Unicast Encap

Unknown Unicast

Multicast
Encapsulation

Replication
plus
Unicast Encap

Drop

Drop

Known Unicast

Unicast
Encapsulation

Unicast Encap

Unicast Encap

Unicast Encap

ARP

BRKVIR-2012

Multicast
Encapsulation

© 2014 Cisco and/or its affiliates. All rights reserved.

Replication
plus
Unicast Encap

Replication
plus
Unicast Encap

Cisco Public

VEM ARP Reply
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Virtual Overl ay Netwo rk

Physical Firewall

Gateway

WAN™S

VM -«

Router
' Data Centre
K Network ) Overlay+—>

Gateway —
E . Instant Provisioning

- Overlay needs gateway to access physical network
Bare Metal

- Physical network to support overlay traffic pattern
Servers

Cisco (fv&/
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| SHIPPING |

VXLANto VLAN Gateway

Hosted on local hypervisor as virtual machine
connected to Virtual Ethernet Module

Managed as a module from VSM

Active/Standby VXLAN Gateway

Integrated with OpenStack

Scale:
4 VXLAN Gateway per VSM | 2k Active VXLAN I 2k Active VLAN

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.

\/XL AN to
VXLANtO AN

VLAN  wyay
. Gateway

Cisco ((Vf:/
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L2 Domain A )
Web

VLAN 100

BRKVIR-2012

(L2 Domain B

VXLAN
VXLAN
ey Bare Metal

© 2014 Cisco and/or its affiliates. All rights reserved.

~N

VXLAN tO VLANG ateway | 2
-

[ L2DomainC )

VXLAN
VXLAN j  ASA

Cisco ((Vf,/

Cisco Public
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Virtualised Network with Cisco vPath



Deployment Options in Virtual/Cloud DC

Redirect VM traffic via VLANS to
external (physical) firewall

Web Database
Server Server SEIED

l

VLANS

Virtual Contexts

— T

Traditional Service Nodes

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.

Apply hypervisor-based
virtual network services

Web Database
Server Server SEIWED

Virtualr

Cisco Public
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~ Why vPath?

Without vPath [ = T G vPath
O W) . e W EE

Cvean | e
Nexus 1000V Nexus 1000V

g=m sy s Vs g=m Vs
1

2 1 2 1 2

Nexus 1000V

[ Deployment ] Complex Simpler

Virtual Services Scope is Host- Virtual services scope is network-wide. VSN shared
Local. One per Host. among one or many Hosts.

Cap aC|ty _— "

Planning i Difficult Easier
App workloads share CPU Virtual services can reside on dedicated servers. Can be
resources with virtual services hosted on Nexus 1010 appliance

Sep aration —

of Duties i Server Admin is owner Network/Security Admin is owner
Server/hypervisor maintenance need Virtual services can reside on dedicated servers..
to be co-ordinated Little co-ordination is needed

Cisco ((Vf:/
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vPath — S"erv'ice.'OV'é'rI.ay;;Modfel .

Virtual Service Node (VSN) Virtual Service Node (VSN)

VEM's MAC or IP

|

VSN’s MAC or IP

~\
I

Service Overlay

vPath
VSN || statistics |

—rule JL VENE I Statistics |

(o)) (o )] (o)) ()]

* L2 Mode — VSN is |2-adjacent to switch, uses Mac-in-Mac Encapsulation
* L3 Mode — VSN is L3 hop away from switch, uses Mac-in-UDP Encapsulation

* Overlay provides topology agnostic model — enables mobility of VSNs

Cisco (f'l/f:/
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. VSG Packet Flow

Intelligent Traffic Steerringt s

_NMC
2 r 2 ~— ™
o) o) o)

Nexus 1000V

Distributed Virtual Switch

Decision VSG
aching —

\ @ Initial Packet QFlow Access _ [
Flow Control LOg/ALtEH;Eo(lV&

BRKVIR-2012 14 Cisco and/or its affiliates. All rights reserved. C|scolPubI\c . 83
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© VSG Packet Flow

Performance Acceleration "~ .

_ VNMC
q ¢
v | [\/M J &

rVIVI ] VM ¢
Nexus 1000V \‘\.
Distributed Virtual Switch , \\ \ﬂ

ACL offloaded to

Nexus 1000V B
- (policy enforcement) A

Remaining packets g

from flow Log/ALtﬂébo((v&/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved Cisco Public 84
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vPath - Service Chaining

= Service Path defines the service chain — an ordered list of service profiles (e.g.
security profile, edge profile, slb profile etc.)

= Traffic Selector rules are used to configure Service Table in vPath

= An endpoint VM is associated with Service Path via Port-Profile Binding

Nexus 1000V vPath ‘\ I

Cisco ((Vf;/
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Cisco CI o ud 'Net'v\'/'o;rk Serwces

« A complete Layer 4 through 7 virtual service portfolio
 Best-in-class service insertion technology with vPath

VEalr

Nexus 1000V

Any Hypervisor

VM VM

Nexus 1000V
Dist. Virtual Switch

VM

Zone- based FW Cloud FW imi

+ Distributed switch

+ NX-0OS
consistency

BRKVIR-2012

+ VM-level controls
+ Zone-based FW

Cisco Cloud Network Services (CNS)

Citrix

Prime virtual Imperva
NetScaler NAM SecureSphere
1000V WAF

& B| 9

WAN Optimisation.

- Edge firewall, + WAN optimisation

VPN - Application traffic
- Protocol

Inspection

© 2014 Cisco and/or its affiliates. All rights reserved.

™ « Built for all major hypervisor platforms

Virtual ASA Virtual CloudServices
Security 1000V WAAS Router 1000V
Gateway

- W
= Il = -

Cloud Router Network Analytics

- WAN L3 gateway
- Routing and VPN

 App Visibility (L2-

L7)

+ Overlay

Cisco Public

Intelligence (OTV,

VXLAN, FP**)

Citrix NetScaler
1000V virtual
ADC

+ Imperva Web

App. FW

Cisco (f ny

86



Cisco Cloud Services P.t,']atfdr';m‘ i g

« | »
VIFJ
Nexus 1000V

[

ny Hyerviso

VM VM VM

*2H CY13

BRKVIR-2012

- Dedicated Cloud Services appliance
* Flexible, on-demand allocation of resources

* Allows policy management by network teams

Cisco Cloud Network Services (CNS)

Citrix Ermervintial Imperva Virtu_al
NetScaler NAM SecureSphere Security
WAF Gateway

1000V
&

&= B 9

10G and
SSL Ready
VSM = Virtual Supervisor Module .
DCNM = Data Centre Mgt. Centre Nexus 1110 Cloud Services Platform ( /
Ciscoll l/&

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 87



e Citrix N.e’t'Sc,-al.er,'1"().(:)(')V.vi;n 'C‘I"o'-.Udf"S_.e,__r,viic.f.e‘_s'_'P}o_rt‘fc')lhi.o | "

« | »
VIFJ
Nexus 1000V

[

ny Hyerviso

VM VM VM

*2H CY13

BRKVIR-2012

« Citrix Best-in-Class virtual application delivery
controller (vVADC)
» Sold and supported by Cisco (Q3)

* Integrated with Nexus 1100, vPath

Citrix
NetScaler
1000V

Cisco Cloud Network Services (CNS)

Citrix Ermervintial Imperva Virtu_al
NetScaler NAM SecureSphere Security
1000V WAF Gateway
- o ot

VSM = Virtual Supervisor Module
DCNM = Data Centre Mgt. Centre

Nexus 1110 Cloud Services Platform

Cisco (f'l/f:/
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Application Intelligence Extended to the Cloud

Virtual Network Analysis Module (VNAM)—
Track Workload Performance and Resource Usage
AWARENESS

ANALYTICS PROGRAMMABILITY
Improved Application Performance | Optimised Network Resources Enhanced Operational Efficienc

INSTRUMENTATION FLEXIBILITY Virtualised/Cloud
Increased Agility { Data Centre

= Tenant-C__|
Tenant-B |
K E Tenant-A

Application
Services

App W 3
Virtual ‘--‘.w—-..u‘—'
d VSG © yam

\\ J

Maintain Consistency Across Physical and Virtual Environments




Imperva SecureSphere ,WebAp,plj.c;ati on Firewall -

Hacker Internet Firewall SecureSphere WAF

and Bots ‘ _ on Cisco Nexus 1110 Web Servers

Web Fraud
XSS
Site Scraping

@IIVIPER\A

« Stops Web attacks that lead to compromise and downtime

 Easy to deploy and manage via N1110

Most Widely Deployed WAF in the World



Services Chalnlng Wlth vPath
Intelligent Pollcy-based Traﬁlc Steerlng Through Multlple Network Serwces

O i
L OS OS5 MR,
Web Tier DB Tier

Cisco (fv&/
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| 'vPath 30

e i 0 e

VM Virtualised Virtualised Physical Physical
Network Network Network Network
- Service Service Service Service

Nexus 1000V E
l

Any Hypervisor

- Service chaining with vPath and non-vPath network services

- Virtual and physical network services

- Any network service can now be distributed, not just firewalls

- Submitted to IETF for standardisation*

- Supporting Multiple hypervisors Cisco(l'l/&/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. *http://tools.ietf.@l@?’ﬁtﬁWd raft—quinn—nsh—OO 92



http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00
http://tools.ietf.org/html/draft-quinn-nsh-00

CSR 1000V

- Single-Tenant WAN Gateway in Shared Multl tenant Clouds L

Enterprise A Cloud Provider’s Data Centre

Ve ~
| ) Enterprise
) . ' Use Cases
MPLS )

« Secure
multipoint VPN
Gateway

Branch MASR

- e o o -y,
r

o B F R ]

e L3 Extension

U L Bpp——
Enterprise B

Cloud Provider
Use Cases

WAN Switches
Router Servers

( \
I I \
' « Secure VPN
I l Internet . .
I | _ Physical Virtual Gateway
\___srR___1 Infrastructure Infrastructure « MPLS Extension

Can be Deployed by Enterprises or Cloud Providers




Cisco (M’/

Cisco Nexus 1000V for Win8/Hyper-V

94



~ Cisco Nexus 1000V_for,\;/ViHSIEZHAyp,e_r,-V.‘f"1'.

@ vimvware- VE Miicrosoft
VM VM VM VM VM VM VM VM
N \ / ,// \\\'\ / ,//

.
atfean]e, __CLSiO_» K X 1 f f
cisco I Nexus * O *

- - VEM

CISCO
M R
I 1000V

P veu

Nexus 1000V VMware vSphere Nexus 1000V Windows 8 Hyper-V
VSM VSM
i i
1 1
VMware vCenter SCVMM

Consistent architecture, feature-set & network services ensures operational

transparency across multiple hypervisors.

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



‘Hyper-V: Comparlson wrth ESX

Termlnology
Microsoft Hyper-V VMware ESX
Logical Switch Virtual Distributed Switch (VDS)
Virtual Port Profiles + VM networks Port Group
Host VNIC vmknic
Host Group Folder/Data Centre

Live Migration
Dynamic Optimisation

Power Management

SCVMM, Opalis
Hyper-V Replica
Virtual Hard Disk (VHDX)

vMotion

Distributed Resource Scheduling (DRS)

Distributed Power Mgmt (DPM)
vCenter, vCloud Director

Site Recovery Manager

Virtual Machine Disk (VMDK)

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved
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‘Hyper-V EXténSi.b"I eSWItChArChlteCture A

Nexus Hyper-V Host = Extensions process all
network traffic, including VM-
to-VM

= Forwarding Extensions can
Capture and Filter Traffic as

| o S —
R Capture Extension well

Fllterlng Extensnon = Nexus 1000V will work with
other 3" party Capture and
Exten5|on Filtering Extensions as well

= Live Migration and NIC

Offloads continue to work
Virtual Switch even when the extensions are

t ,
PIesen Cisco (( l/&/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 97




What 1S SCVI\/II\/I’?

System Centre Virtual Machlne I\/Ianager

- Manages Hyper-V Vlrtuallsatlon envwonment

= Similar in function to VMware vCenter Server
— But includes some functionality similar to VMware vCloud Director

= What SCVMM Manages
— Hyper-V hosts
— Virtual Machines
— Logical Switches
— Logical Networks and Network Sites
— VM Networks and Subnets
— IP Addressing
— Port Profiles and Classifications

Cisco ((Vf;/
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‘SCVMM I\/Ian ag ement | of valit'_‘chf- Exten SIO ns

3 Party components

Hyper-V Host

Capture Extension
VMM VMM
F|Iter|ng Extension Service Console

Vendor
Forwardlng Extension SCVMM

Plugin

«  SCVMM management of extensions
« Custom vendor management in SCVMM Policy

Vendor network mgmt
console

database

Cisco ((Vf:/
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Cisco Nexus 1000V for Hyper-V

Operatlonal Model Wlth SCI\/IM

SCVMM manages the placement and live-
migration of the VMs based on the

constraints between VM networks and
the network sites.

Adds hosts to N1KV

Connects VMs (VNICs) to VM
Networks

Networks & policies

synced to SCVMM
e m e ——— Network £ 3
Nexus 1000V Cre_a_te netwgrks and dmin
policies (logical networks,
VSM )
network sites,
VMnetworks)

Cisco (( l/&/
BRKVIR-2012 Cisco Public
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= Setting Port Policies Ahead of Time

# port-profile database
switchport mode access

switchport access vlan 10
no shut

# port-profile webserver
switchport mode access

switchport access @ . .
Port Profiles are “Live”:

# port-profile webserver

switchport mode access

switchport acces @ Network Admin can
access list, etc. commands Change them any tlmel

no shut

Cisco (Vf:/
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Network Segments and Port Profiles =

= Networks and Profiles are Two Different Things
= Different ports need different protection on the same network

Clients Guests Servers

_ B

AN

Port Profiles

il Guest access
_ Intranet client
Privileged intranet client
i Application server

Intranet _ Network Segment

Cisco (f'l/f;/

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 102



‘Network Segments and Port Profrles
Spllttrng the port profrle |nto Network Connectrvrty 'élngj Polrcy " ;

# port-profile database-clientl
switchport mode access
switchport access vlan 10

ip port access-group dbclient in
no shut

state enabled

# port-profile database-serverl
switchport mode access
switchport access vlan 10

ip port access—-group dbserver in
no shut

state enabled

# port-profile database-client
ip port access-group dbclient in
no shut

state enabled

# port-profile database-server
ip port access-group dbserver in
no shut

state enabled

Network is separate:

# network-segment databasel
switchport mode access
switchport access vlan 10

Cisco (M’/
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Port Profiles, .N'e.tvvt_)jk’k"S;eghﬁ entsandv I\/IS E

Clients Servers

(4 4 4 Ny
LN [ W[ R [
=8 [=f =]
I S _y L

o

databasel

N

# network-segment databasel
switchport mode access

switchport access vlan 10

# port-profile database-client
Tp port access-group dbclient in
no shut

state enabled

]

i port-profile database-server
ip port access-group dbserver in
no shut

state enabled

# port-profile database-admin
ip port access-group dbadmin in
no shut

state enabled

Cisco (M’/
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Distributed NetFlow Export on NIKV

= VEMSs directly export to
Collectors

e ﬂ = Option 1: Spoofing VSM'’s
address

— Reverse forwarding checks need
to be disabled on network

= Option 2: Use VEM mgmt
address (not yet supported)
— VEM exports “DVS ID” to enable

collectors to identify all the data
exported from a single switch

NetFlow
Collector

Cisco (f'l/f;/
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‘Using VI\/I Networks and Port Profrles

How networks and port proflles are: used

= Choose network
B VM Network ﬂ Network Adapter 1
— VM Subnet is tied to the Network (1:1) A Hiot Emnecied

® Connected to a WM network:

. network: v
= Choose IP address type (DHCP or statically W ncmits PN PO SUBNET ‘
i VM subnet: IDMZ_PODt_SUBNEﬂ v
aSSIQned) Dynarmic IP
— Choose IP pool for static IPs Static P (from a static IP Pooh)
. . . MAC Address
= Choose Port Profile Classification o
— Policy (QoS, Security, Monitoring) ® Static

\00:15:50:;;0:,&(::00

— A Classification refers to a Port Profile Switch Port

® Logical switch

Logical switch: lNexus 1000 Switch v

Classification: ’DMZ__WebServer v

Cisco ((Vf;/
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Nexus 1000V Architectural Enhancements



Architectural Issues -

= VSM - VEM and VSM internal communication very chatty
— Makes it sensitive to latency. Example : inter DC deployments

= VEM over dependency on VSM reduces resiliency

= VSM is required for vSphere HA, FT, vmotion to work

= Message handling overload on VSM at higher scale
— Reduces response time of VSM

= VSM — VEM, VSM (active) — VSM (standby) heartbeat time of 6 seconds
makes it sensitive to network failures, congestion

Cisco (M’/
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Current Architecture

N

Cisco <INl -i

oy _
1000V
ven LSRR

Hypervisor

VEM needs to talk to VSM to provision ports
VSM has to orchestrate port bring up

VSM has to download port profiles and network
policies to VEM if the VEM does not have it

A
—sever |

¢

N1k VSM

T —
T~

VSM has to handle requests (port mgmt, etc)
from all VEMs

VSM has to remove the module/VEM on
HeartBeat failure and reprogram when
connectivity is established

BRKVIR-2012
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Arch_i'tect'ur,e_tf.o‘r,S'C':aI'eaﬁhd{Résiifl‘i‘_e__njcy .7' s

= Control plane functionality in

o VEM
NN\ [~
Cisco - i) i = Reduces messages and allows
1000V significantly hlgher scale
VEM . .
Hypervisor \. More control — VSM load, response time is
plane functionality reduced
moving to VEM
sover = VSM distributes policies to VEM

ahead of time

= VSM-VEM heartbeat loss will not
P cause VEM to go offline on VSM

N1k VSM
= VSM-VSM HA heatbeat timeout
will be increased ol
Cisco(( Vfr
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Fabric Integration



Dynamic Fabric Automation Managemen o

-

Orchestration Stack

Compute and Storage
Orchestration

Network and Services
Orchestration

BRKVIR-2012

N e _ _ A
Cisco Prime DCNM
J
N N
Auto-config Triggers
VDP — ?)%
DHCP/ARP-ND 3
Q@
Data Packet Driven
Physical
Programmatic Machines
 \ / J /
Cisco(f ny
© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Introducing Nexus 1000V aci Fabric Mode

N1k N1k
ACI ACI

WEB ' APP WEB | APP

{5 vmware
HYPERVISOR

v v

PURPOSE BUILT OPTIMAL INTEGRATED COMMON MULTI-HYPERVISOR OPEN APIS
VIRTUAL TRAFFIC VISIBLITY MANAGEMENT SUPPORT
MEMBER OF ACI STEERING THROUGH APIC MODEL

Cisco /
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’-a‘;:'Hi g™ :
Resources

- Reference Solutions

- Webinars
- Deployment Guides, White Papers, Cheat Sheets

- CloudLab — On-line lab for N1KV & VSG



Reference Solutlons chal
With Nexus 1000V Nexus 1010 VSG & vWAAS

= vBlock with Nexus 1000V: Vblock with VSG ad VWAAS

= FlexPOD with Nexus 1000V and Nexus 1010
= Virtual Multi-tenant Data Center with Nexus 1000V

= Virtual Desktop
— 1000V and VMware View
— 1000V and Citrix XenDesktop
— 1000V and VSG in VXI Reference Architecture

= Virtual Workload Mobility (aka DC-to-DC vMotion)
— Cisco, VMware and EMC (with 1000V and VSG)
— Cisco, VMware and NetApp (with 1000V and VSG)

= PCI 2.0 with Nexus 1000V and VSG ,
Cisco((l/&/
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http://www.vce.com/pdf/solutions/vce-vblock-infrastructure-reference-architecture.pdf
http://www.vce.com/pdf/solutions/vce-vblock-infrastructure-reference-architecture.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/flexpod_vmware.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/vmware/cisco_VMwareView.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/ucs_xd_vsphere_ntap.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/ucs_xd_vsphere_ntap.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html

" N1K Public Resourees &

= CCO Links

1000V: www.cisco.com/go/1000v
1010: www.cisco.com/go/1010

VSG: www.cisco.com/go/vsg

VNMC: www.cisco.com/go/vhmc
VWAAS: www.cisco.com/go/waas
NAM on 1010: www.cisco.com/go/nam

= White papers:

Nexus 1000V and vCloud Director
N1K on UCS Best Practices

Nexus 1000V QoS White paper (draft)
VSG and vCloud Director (draft)

VWAAS Technical Overview, VWAAS for Cloud-ready WAN Optimization ~—

BRKVIR-2012 © 2014 Cisco and/or its affiliates. All rights reserved.

Cheat Sheets

— Nexus 1010 Configuration Cheat Sheet v.2.0
— https://communities.cisco.com/docs/DOC-28188

— Nexus 1000V with UCS Configuration Cheat Sheet
v.1l.1
— https://lcommunities.cisco.com/docs/DOC-28187

— More on the way

Deployment Guides

— Nexus 1000V Deployment Guide

— Nexus 1000V on UCS — Best Practices
— Nexus 1010 Deployment Guide

VSG Deployment Guide

My Cisco Community:
WWW.CiSco.com/go/1000vcommunity

Cisco (f'l/f:/
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http://www.cisco.com/go/1000v
http://www.cisco.com/go/1010
http://www.cisco.com/go/vsg
http://www.cisco.com/go/vnmc
http://www.cisco.com/go/waas
http://www.cisco.com/go/nam
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28187
https://communities.cisco.com/docs/DOC-28187
https://communities.cisco.com/docs/DOC-28187
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/guide_c07-556626.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/guide_c07-556626.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c07-603623.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/go/1000vcommunity

e SCO Cl'du dLab !

Hands On Training & Demos .

= Hands on labs available for Nexus 1000V
and VSG in Cloud Lab

https://cloudlab.cisco.com

= Open to all Cisco employees

= Customers/Partners require sponsorship
from account team for access via CCO
LoginID

= Extended duration lab licenses for 1000V
and VSG are available upon request

Welcome to Cisco CloudLab

Please select ane of the available labs, by clicking on its name. Howver over the lab name
content.

Available labs:

+ Cisco Nexus 1000V - Basic Introduction {(N1K-000111)

« Cisco Nexus 1000¥ - Installation {(N1K-000211)

« Cisco Nexus 1000% - Upgrade to 1.4 (N1K-000310)

+ Cisco ¥irtual Security Gateway (WSG) - Introduction (¥S$G-000110})
» Cisco Nexus 7000 - Introduction to NX-0S {(N7K-000110)

« Cisco Overlay Transport Virtualization (OTv) (N7 K-000210)

« Demo: Cisco Nexus 1000% {Pre-Configured) {(N1K-100111}

+ Demo: Cisco Yirtual Security Gateway (WSG){Pre-Configured) (SG-100110)

Cisco (M’,/
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~ Additional N1K Public Links =

N1K Download and 60-day Eval: www.cisco.com/go/1000vdownload

N1K Product Page: www.cisco.com/go/1000v

N1K Community: www.cisco.com/go/1000vcommunity

N1K Twitter www.twitter.com/official 1000V

N1K Webinars: www.cisco.com/go/1000vcommunity

N1K Case Studies: www.tinyurl.com/nlk-casestudy

N1K Whitepapers www.tinyurl.com/nlk-whitepaper

N1K Deployment Guide: www.tinyurl.com/N1k-Deploy-Guide

VXI Reference Implementation: www.tinyurl.com/vxiconfigguide

N1K on UCS Best Practices: www.tinyurl.com/N1k-On-UCS-Deploy-Guide

Cisco (f'l/f:/
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http://www.cisco.com/go/1000vdownload
http://www.cisco.com/go/1000v
http://www.cisco.com/go/1000vcommunity
http://www.twitter.com/official_1000V
http://www.cisco.com/go/1000vcommunity
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/vxiconfigguide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide

~ Combined Upgrade References

= Cisco Nexus 1000V / VMware vSphere Combined Upgrade [Part 1 of 3]

= Cisco Nexus 1000V / VMware vSphere Combined Upgrade [Part 2 of 3]

= Cisco Nexus 1000V / VMware vSphere Combined Upgrade [Part 3 of 3]

Cisco (f'l/f:/
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http://www.cisco.com/en/US/docs/switches/datacenter/nexus1000/sw/4_2_1_s_v_1_5_2/combined_upgrade/n1kv_combined_upgrade_part1.html
http://www.cisco.com/en/US/docs/switches/datacenter/nexus1000/sw/4_2_1_s_v_1_5_2/combined_upgrade/n1kv_combined_upgrade_part1.html
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2014 Polo Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

= Directly from your mobile device on the Cisco Live
Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located
throughout the venue

Polo Shirts can be collected in the World of Solutions
on Friday 21 March 12:00pm - 2:00pm

Learn online with Cisco Live!

Visit us online after the conference for full access
to session videos and presentations.
www.CiscoLiveAPAC.com

Cisco ((Vf;/
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NlK Publlp Webcasts Sprlng 2012

“Webinar Link:
Date Technical Track Topics Webinar Preso
2/14/12 Virtual Security Gateway (VSG) v1.3 Play PDF
2122/12 Nexus 1000V v1.5 Technical Deep Dive Play PDF
2/29/12 Nexus 1010-X v1.4 Technical Deep Dive Play PDF
3/7/12 VWAAS and Nexus 1000V Technical Deep Dive Play PDF
3/14/12 FlexPod & Nexus 1000Vv/1010 Play PDF
VMDC QoS for Hybrid Cloud-based Multimedia Services

3/21/12 with the Nexus 1000V Play PDF

3/28/12 Vblock & Nexus 1000V / VSG / vWAAS Play PDF
vCloud Director, Nexus 1000V, and VXLAN Technical

4/4/12 Deep Dive Play PDF
Cisco's CloudLab Deep Dive: Hands-on labs for N1KV,

4/11/12 VSG & VXLAN Play PDF

4/18/12 NAM and DCNM on the Nexus 1010 and 1010-X Play PDF Ciqpn("ve’/
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http://www.cisco.com/go/1000vcommunity
http://www.brighttalk.com/webcast/279/41259
https://communities.cisco.com/docs/DOC-28457
http://www.brighttalk.com/webcast/279/41261
https://communities.cisco.com/docs/DOC-28548
http://www.brighttalk.com/webcast/279/41263
https://communities.cisco.com/docs/DOC-28620
http://www.brighttalk.com/webcast/279/41265
https://communities.cisco.com/docs/DOC-28688
http://www.brighttalk.com/webcast/279/41267
https://communities.cisco.com/docs/DOC-28834
http://www.brighttalk.com/webcast/279/41269
https://communities.cisco.com/docs/DOC-28893
http://www.brighttalk.com/webcast/279/41271
https://communities.cisco.com/docs/DOC-28943
http://www.brighttalk.com/webcast/279/41277
https://communities.cisco.com/docs/DOC-29110
http://www.brighttalk.com/webcast/279/41279
https://communities.cisco.com/docs/DOC-29182
http://www.brighttalk.com/webcast/279/45925
https://communities.cisco.com/docs/DOC-29279

- N1K Publlp Webcasts FaII 2011

What's new? What's coming?

“Webinar Link:
Date Technical Track Topics Webinar Preso
7127 Long Distance vMotion with Nexus 1000V and VSG Play PDF
PCI Reference Architecture with Nexus 1000V and
8/10 Virtual Security Gateway Play PDE
10/05 Nexus 1000V, VXLAN, and vCloud Director Play PDF
10/12  Virtualised Multi-Tenant Data Centre (VMDC) Play PDF
10/19 Nexus 1010 v1.3 - What's New? Play PDF
10/26  Virtualised Workload Mobility - Latest Design Guidance Play PDF
11/02  UCS and Nexus 1000V - Best Practices Play PDF
11/09 Virtual Security Gateway (VSG) Pla PDF
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http://www.brighttalk.com/webcast/279/31615
https://communities.cisco.com/docs/DOC-26161
http://www.brighttalk.com/webcast/279/35087
https://communities.cisco.com/docs/DOC-26898
http://www.brighttalk.com/webcast/279/35089
https://communities.cisco.com/docs/DOC-26979
http://www.brighttalk.com/webcast/279/35091
https://communities.cisco.com/docs/DOC-27059
http://www.brighttalk.com/webcast/279/35093
https://communities.cisco.com/docs/DOC-27144
http://www.brighttalk.com/webcast/279/35095
https://communities.cisco.com/docs/DOC-27213
http://www.brighttalk.com/webcast/279/35097
https://communities.cisco.com/docs/DOC-27272

N1K Publlc Webcasts — Sprlng 2011

Weblnar L|nk

Date Business Track Topics Webinar Preso Q&A

Nexus 1000V/1010 Overview

3/22 and Update Play PDF  PDF Date Technical Track Topics Webinar Preso Q&A
Virtual Network Nexus 1000V v1.4 Features &
Services: Virtual Service Install Overview
Datapath (vPath), Network 3/29 Play PDE PDE
4/05 . Play PDF PDF _ '
Analysis Module (NAM), (Installation Screencasts Link)

Virtual Application

Acceleration (VWAAS)
Nexus 1010 Overview & Best

412 o e Play =~ PDF PDF
Virtual Security Gateway
4/19 (VSG) Overview Play PDF PDF Virtual Security Gateway (VSG)
(Installation Videos: Link) 4/26 Technical Overview Play PDF PDF
Journey to the Cloud w/ Nexus 1000V Key Features
5/03 N1KV: vCloud Director & Play PDF PDF 510 5 erview Play PDFE  PDF

Long Distance vMotion
5/24 Nexus 1000V Troubleshooting Play  PDF PDF
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Secure Virtual Desktop with
Nexus 1000V & VSG

5/17 Play PDF PDF
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