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Traditional Servers

Hardware Centric
oy :SQLDszfsttiJng:tions I :
= Servers are specifically "\\

*HBA WWN assignments

p U rC h aS e d fO r *FC Boot Parameters

‘ *HBA firmware

ap pl icati O n S ‘ *FC Fabric assignments for HBAs l . =

= Hardware dictates the :‘gsz:f::i::?;sigm,,ervN.c\' .
identity Of the ServerS I-_li\lr:](iiti:;ansmnfRecelveRat
= Management of servers VLAN tgoing cont or NIGs

*Number of vNICs J

handled individually or

*NIC firmware

through add-on software et~

*Remote KVM IP settings S

«Call Home behavior
*Remote KVM fir

| *Server UUID ]
«Serial over LAN settings
*Boot order

*IPMI settings

*BIOS scrub actions
*BIOS firmware

+BIOS Setting
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Workload Centric
F Cisco UCSs
Service Profile

= Servers are specifically

purchased for additional HBA wWiNs
capacity and provide \SVIEL&”E'#}L’.'%W
service elasticity FG Fabrics Assignmons
= Server identities are Ex:‘b";mc
defined by the service Blfceror vias
profile Call Home

Template Association
Org & Sub Org Assoc.

. M a.n ag e m e nt Of Se rve rS Server Pool Association

Statistic Thresholds

prOVIded through the BIOS scrub actions

Disk scrub actions

very system that defines Bi0S frmvars

them (UCSM). e
Advanced NIC settin.gs
Serial over LAN settings
BIOS Settings
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UCSM Provudes Form Factor Independence

UNIFIED MANAGEMENT /
ASSINGLE UNIFIED SYSTEM FOR UCS Saiv ce Prafie
LADE AND RACK SERVERS Unified Device Management

Iucsacnnmmm l 1€ 3 @n e (P ke
ety e - | B B e

v servesrrome oY
s sevesrrem

-Scries
Blade Servers
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‘Common Reasons for | ntegr ati ng aRack I\/Iou nt Server |

= Need for other PCle I/O cards
— GPU Cards for VDI
— PColP cards for VDI
— Connecting to Low Latency Network
— Direct connection to FC SAN

= Need for high number of hard drives
— Big Data (MPP/NoSQL/Hadoop)
— Business Analytics

= Need for higher capacity Memory
— In Memory Database
— High memory application for Distributed Processing

BRKCOM-2640 © 2014 Cisco and/or its affiliates. All rights reserved.
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. 'UCS C-Series Hadoop/Blg Data Common Platform

Archltecture

= Hadoop Common Platform
Architecture (CPA)

= Integrated solutions for:
— HADOOP
— Massively Parallel Databases

= |[ntegrates with Existing
enterprise applications and data
repositories

= Rapid Deployment and highly
scalable

Cisco {f'l/f;/
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UCS C-Series VDI Deployments -

= Cisco UCS C240 M3 Supports up
to 2 NVIDIA Kepler GRID GPUs in
an integrated environment

= Support for NVIDIA K1, K2, K10,
K20, and K20x

= Supports up to 186 virtual
Desktops® ]

* Based LoginVSI 3.5 Medium work load (Knowledge Worker)

| Cisco ((Vf:/
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C-Series Integratio nBas| c Co nnec .t.i‘\'/‘-ity,_in\_/'ervi ew

= UCSM integration was introduced in Version 1.4 of UCSM for small scale
deployments with separate infrastructure for management.

= Starting with Version 2.0(2) Scalable Mainstream support for integrated servers
begins.

= [ntegration and connectivity evolved with the release of new hardware and
software in UCSM versions 2.1 and 2.2.

= Today there are 3 main connectivity modes supported for UCSM integrated C-
Series rack Servers.
« Dual Wire Management
- Single Connect (a.k.a. Single Wire Management)
« Direct Connect to the Fabric Interconnect

= Multiple PCle Slots in the C-Series servers provide a variety of supported
connectivity options -,
Cisco(ﬂ/&
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Initial Integration Connectivity in UCSM Version 1.4

N e

m = Introduction of UCSM Integrated
: Servers version 1.4 and 2.0(1).
T = Limited Scalability as converged
infrastructure connected to Fl

Various Supported
10G SFP Adapter ports

secccecccins

and separate FEX was needed
for management using an
additional server port.

= Limited servers supported

NC.g| am LOM Ports 1 & 2 — €200/210
C-Series Rack Mount Server — C250
@ Ethernet Traffic } Converged — C460
FC Traffic
@ Management Traffic 3 Etﬁr?;giﬁf = Topology deprecated by release
2.0(2 ,
( ) Cisco(f l/&/
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_Dual ire Management with FEX

= Introduced in Version 2.0(2) and
replaced previous topology

= Better Scalability up to 160 C-
Series servers in a UCS Domain

= 2232PP FEX provides
Various Supported Converged I/0 to the server and
10G SFP Adapter ports Management connectivity.
ety B , =g — Both must be connected to the
: ey same FEX

NC.g| @i omportsi&2 = Only uplinks require license

C-Series Rack Mount Server ports. (up to 8 ports per FEX)
®  Ethemet Trafiic ]- Converged = Uplinks can be port-channeled
® E/IC Traffic Traffic 3 Ethermnet/FCoE
anagement TTafic =" Management = Matches IOM Architecture. !
Cisco(f Ve
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Slngle Connect Wlth FEX_I

(a.k:a. Slngle Wire Management)

= Introduced in UCSM Version 2.1

= Reduces the need for additional
cabling for management
interface.

1]

C-Series Rack Mount Server

@  Ethernet Traffic
® C Traffic
@ Management Traffic

BRKCOM-2640

}

= Requires a VIC 1225 (UCSC-
PCIE-CSC-02).

= VIC must be installed in specific
slot for standby power.

= Allows up to 32 Servers per FEX
Single Connect reducing infrastructure

(aka Single Wire overhead.
Management)

Cisco (f'l/f;/
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Direct Cdfn nect to Fab ri c Inter conn ’e’c'.t-.w‘i;t hout FEX "

= |[ntroduced in UCSM Version 2.2

= Requires a VIC 1225 (UCSC-
PCIE-CSC-02) for Single Connect
only.
— C22 M3, C24 M3, C220 M3, C240,
M3, C260 M2, C420 M3, C460 M2

= Reduces the need for additional
HW component, but requires a
server port license for each

server.
C-Series Rack Mount Server = 120 VIFs per VIC installed in the
. server
: Ethernet. Traffic Single Connect |
ol (aka Single Wire = Up to 96 Servers supported with a
J Management) 6296.

Cisco ((Vf;/
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Supported Combinations of Standard Connectivity

" Single Connect
= Multiple connectivity types are supported within a
@  Ethernet Traffic single UCS Domain provided you are at the

® inooment Trafic appropriate UCSM software level.

Cisco ((Vf:/
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 Redundant PCie Adapters Support

* Redundant Adapters are
supported with the required
PCle Slots.

= UCSM supports upto 4
adapters.

= Network Placement Policies

define which virtual adapters are
on which physical card.

C-Series Rack Mount Server

}

@  Ethernet Traffic
® rC Traffic
@ Management Traffic

BRKCOM-2640

© 2014 Cisco and/or its affiliates. All rights reserved.

= You CAN mix adapter types
(e.g. Emulex, Qlogic, Broadcom,

Single Connect Intel, Cisco)

(aka Single Wire
Management)

Cisco ((Vf;/
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Unsupported Con nectlwty with Red und ant Adapters

C-Serie

@  Ethernet Traffic
® FC Traffic
@ Management Traffic

BRKCOM-2640

}

Single Connect
(aka Single Wire
Management)

© 2014 Cisco and/or its affiliates. All rights reserve

* Redundant adapters MUST be
cabled so that each card is
connected to both sides of the
fabric in a cluster.

= Improper cabling will either
cause a failure of the discovery
or generate errors and create
connectivity issues.

Cisco {f'l/&/
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Addltlonal Supported Network Connectmty Out3|de
‘of UCS Fabric .

Non UCSM Connected
Network

(e.g. Low Latency/Backup)

FC Traffic
Management Traffic VNICs and

Non UCS Ethemnet Traffic "' 'UJseful for connecting to high speed low latency or
backup network outside of UCS Fabric.

@ Ethernet Traffic

® UCS Managed
(]

[

= Network Configuration must be managed outside
UCSM (VIC can NOT be used for external connectivity)

Cisco (f'l/f:/
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_"Additional Supported SAN Connectivity Outside of

-

® rC Traffic

@ Management Traffic VNICs and
® T

Non UCS Fibre Channel Tralfd "= Can be connected directly to SAN outside of UCS
for backup media server or other use.

= SAN confi?uration must be managed outside of
UCSM. (VIC can NOT be used for external
connectivity)

Ethernet Traffic ]_ UCS Managed

Cisco (f'l/f:/
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‘Combin .ed; UCS Fabric Wlth External .-_N,et\'/v.(l)‘ rk and SAN |

e ——— Non UCSM
Connected SAN

__ =z e : Ethﬁl’_m?ft_ Traffic UCS Managed
Non UCSM Connected ® M%n;ge'r%em Traffic vNICs and
Network @ Non UCS Ethernet Traffic Traffic
(e.g. Low Latency/Backup) @ Non UCS Fibre Channel Traffic

Cisco {f'l/&/
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~ FEX Uplink Considerations

arlianhn, b . X =
bl sv | 5% | av | av [av | av | av | av |

3 - ,

= When port-channel uplinks from the FEX are connected only within a set of eight
ports managed by a single chip, Cisco UCS Manager maximises the number of

VIFs used in service profiles deployed on the servers.

= |f uplink connections are distributed across ports managed by separate chips, the
VIF count is decreased. For example, if you connect seven members of the port
channel to ports 1-7, but the eighth member to port 9, this port channel can only

support VIFs as though it had one member.

Cisco (M’/

BRKCOM-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 24



i rtual ’ln'ferféc e,'(VI;F') . leltatlonSWIth FEX N .'

61xx Fabric Interconnect

# VIC 1225 Maximum
Acknowledged configurable
links vNIC/VHBA
1

Not Supported
2 3
4 9
8 21

62xx Fabric Interconnect

# VIC 1225 Maximum
Acknowledged configurable
links VNIC/VHBA
1

12
2 27
4 57
8 117

BRKCOM-2640

= The number of vNIC/VHBASs are
limited by the number of uplinks

Pgiﬁf-“gaxr;nﬁfem between the FEX and the FI.
VNIC/VHBA = Gen 1 and Gen 2 Fabrics have
Not Supported different VIF limitations.

4 = The table provides the number of
10 VIFs provided to an adapter
22 based on the number of uplinks.

P81E Maximum

configurable

YNICIVHBA from a P81E to a VIC 1225 with 2
links on a Genl Fabric
Interconnect is “not enough

28 resources”

13

58
118

© 2014 Cisco and/or its affiliates. All rights reserved.

= A minimum of 2 uplinks are
recommended.

= A common issue when movin

Cisco (f'l/f;/
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FEX Connectivity Policy
= Static Pinning

— Deterministic Dedicated Traffic
Flow

— Best Option for High Throughput

— Failure of Link Results in loss of
connectivity (Fabric Failover
recommended)

| = Port Channel
g - — Flow Based Load balanced

BEEEE e 4z Az a3 43 ol _ May not reSUIt |n beSt trafflc
distribution

— Best option for redundancy &
Scaling

Cisco ((Vf:/
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Redundancy Considerations

veth 197

BRKCOM-2640

© 2014 Cisco and/or its affiliates. All rights reserved.

= Fabric Failover provides an
alternate path for traffic and is
configured and managed
through the service profile

= Active/Standby bonding
redundancy can be configured
through the operating system
if desired.

Cisco ((Vf:/
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Load Balancing Considerations |

BRKCOM-2640

© 2014 Cisco an

|

d/or its affiliates. All rights reserved.

= Split Server traffic across both
Fabrics, but realise that inter-
cluster communication may
require an extra hop to the
upstream distribution switch.

= Transmit Load Balancing (TLB)

and Adaptive Load Balancing
(ALB) can be used.

= L ACP can not be used

because there is no VPC
support in the Fabric
Interconnect to servers

Cisco (f'l/f;/
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Additional I/O Consideration
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Slot Requirements for CiscoVIC -~

Server Model

UCS C22 M3

UCS C24 M3

UCS C220 M3

UCS C240 M3

UCS C260 M2

UCS C420 M3

UCS C460 M2

Number of VIC
1225
Supported

2

BRKCOM-2640

PCle Slots
that support
VIC 1225

2and5

land 7

1,4,and 7

1and 2

el = The Cisco VIC requires an extended

Power) for slot for communication with the CIMC
Do SM and NC-SI capabilities.

= The primary slot is preferred, but if
the card is placed in the second slot
standby power will be supplied there.

1 = Only one slot will have standby
power to provide a management
Interface in Single Connect.

& = Multiple cards are supported for
additional Bandwidth.

integration

,
= The Cisco VIC can ONLY be

4 connected through the Fabric

N Interconnects when integrated with

UCSM.
Cisco ((Vf;/
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Siot Considerations for GPU______

= Cisco C240 Servers can support 2 NVIDIA GPU cards (K1, K2, K10, K20,
K20X) in slots 2 and 5.

= GPUs are double height so Slot 1 is blocked when Slot 2 is used.

= Cisco VIC must also reside in slots 2 or 5 which means in a 2GPU deployment
the VIC can not be used for integration.

= Consider using other qualified card in Slot 3 for UCSM integration (Qlogic,
Emulex, Broadcom, Intel)

= |f you are using the mezzanine RAID card with the C240, slot 4 also becomes
available.

= |f you are using a single GPU consider installing it in Slot 5 for a better thermal
signature.

Cisco (('V&/
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Non UCSM Managed Adapters

= Additional Qualified Adapters may be
installed into the C-Series Server and
connected to networks external to
UCSM.

= These adapters will be inventoried by
aesy UCSM but can not be managed as
— BSCWEEEER  part of the service profile.

SAN

= The adapters will be presented to the
NonUCSM Connected operating system and configuration
etwork and management will be done

(e.g. Low

Latency/Backup through traditional vendor tools.

Cisco ((Vf:/
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Discovery of Servers
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Basics of Discovery

= By default a factory new UCS C-Series Server will discover automatically when
plugged into a UCS Fabric using one of the supported connectivity models.

= You must meet the minimum requirements, but in general C-Series servers
with CIMC version 1.4(4) or higher can be discovered.

= Plug the server in the way that you want it to be discovered (e.g. Dual Wire or
Single Wire).

= Verify that your server is at the minimum levels of required FW to support
integration.

= By default management connectivity and server discovery are automatic, you
can control this with Global Policies.

= Server and FEX discovery is a RACE condition. First one connected and
powered on will be first discovered.

= FEX numbers are the same ID schema as Chassis. If you have 2 chassis then
add 2 FEXs the numbers will be 3 and 4 respectively

Cisco (('Vf:/
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Discovery-Policies

e EE LYupE

E‘E Main Topology Yiew | [EEH Fabric Interconnecks |
& Thermal 851 Decommissione: o | M‘ﬂ Firmuare IManagement ) Policies T

Global Palicies | Autoconfig Policies | Server Inheritance Policies | EBlade Server Discovery Policies | SEL Policy | Power Groups

EE Ly

» SErVers
" Faults

Chassis/FEX Discovery Policy

Action: Platform Max -
Link Grouping Preference: | @ Mone © Part Channel
Rack Server Discover ¥ Policy

Action: | * Immediate (" User Acknowledged

Scrub Policy: | <not set> -
Rack Management Connection Policy

Action: | % Auto Acknowledged ¢ User Acknowledged

Power Policy

Redundancy: | © Mon Redundant ¢ M+l " Grid

MAC Address Table Aging

Aging Time: | € Mever (¢ Mode Default ¢ other
Global Power Allocation Policy

allacation Method: | ¢ Manual Blade Level Cap (% Policy Driven Chassis Group Cap
Firmware Auto Sync Server Policy

Sync State: | €% Auto Acknowledge  User acknowledge Mo Actions

Save Changes

Reset Yalues

= Global Discovery Policies are
located in the Equipment Tab

= 3 Policies apply for C-Series
Integration Discovery.

— 1: FEX Discovery Policy
# of links, Port-Channel vs. Pinned

— 2: Rack Discovery Policy
Immediate discovery and Inventory or
wait for user action

— 3: Rack Management Connectivity
Policy
Automatic discovery of Dual or Single
Wire or require User input

Cisco (M’,/
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User Acknow leolgedServerDlscoverPOI icy -‘

Equoment * @ Rack-Mourks * @ Serverd Sarver |

Gerwral | (v eovory

Fault Summary

DL e 0

Oversl Staus: ¥ Inoperable

Corfiguration Errce: compuke-inaperable

orver 1
A Sessions | VIF Paths | Powsr Control Mantor | Fauks | Events| FSM| Statitics | Tenperatures | Pover
e rr.r.-r‘
| | i ] A1 132 <
i1

Product Name: Cisco LICS €24 M3S

Rack Server Discovery Policy

Action: | Immediate % User Acknowledged

Scrub Palicy:  <nok set -

= Server shows up in UCSM, but
discovery (inventory and
availability) does not occur.

= QOverall Status shows as
Inoperable until user Re-
acknowledges server.

= Server number assigned even
though inventory not completed.

Cisco (('Vf:/
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. User Acknowledged I\/Ianagement Connectmty

Policy

Rack Management Connection Policy

Ackion: | Auto Acknowledged W‘ = Management Connection not
' established until user provides
s | Events | Fsm | statistis | Temperatures | Power input.

= Server->Inventory->CIMC

= Select Connection type, only
available connection types will
show.

= Once management connection
type is chosen it can not be
changed without a rediscovery
(Decom/Recom)

Cisco ( "/a/
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© Hybrid Connection Display

= For UCS C-Series servers you can
view the connection path for
management and data through the
Fct])wpment -> Server->Hybrid Display
ab.

This can be useful for troubleshooting
connectivity problems and verifying
management connection types.

Red links indicate that there is not an
active VIF on the link. This is normal
fort_DuaI-ere servers that are not
active.

o]l f{e]l &= If_%/ou reattach an integrated server to
different ports than it was discovered
on you must decom/recom the server

for proper operations.

= Hovering the mouse over the link will

provide additional detalil.
Cisco ((Vf;/
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Ren umberlngServersand/orFEx B

BRKCOM-2640

= Servers and FEX are numbered
by when they come on-line.
You only need to plug in the
power cable and network cables
to start discovery.

= You can control this by plugging
power in one at a time.

= You can also renumber a FEX
or server by decommissioning
the device and renumbering
prior to decommission.

= This should be done before you
put the servers into production
as it requires a reboot.

Cisco (M’/
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= Use Auto-Acknowledge for Rack Server Discovery Policy even if you have a
160 server environment.

= |f the server is Single Connect capable, wire for desired connectivity and use
Auto-Acknowledge management policy.
— Note if you wire LOMs and SFPs, Shared-LOM will be the system default mode.
— If you remove the LOMs after shared-LOM is discovered you will lose management

connectivity.

— When using more than 1 VIC in Single Connect mode the primary card slot will be
used for management. If that card has a catastrophic failure, data can continue on the
second card, but management through UCSM would be lost.

— Decom/Recom is Required to establish a different management path between shared-
LOM and sideband, or in the event of a VIC failure.

= Enabling both User Acknowledge policies requires 2 re-acknowledgements

= Discover FEXs first and renumber them prior to discovering servers because
you will have to take them offline and this could disrupt server discovery.

BRKCOM-2640 © 2014 Cisco and/or its affiliates. All rights reserved Cisco Public
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Troubleshooting Discovery Problems

= Main Causes for Sever
Discovering Properly
— CIMC Settings not default. (Most

typical problem for servers not
fresh out of the box)

— Discovery Policy or Management
conenction policy set set to User-
Acknowledged

— Server Not in UCSM Catalog

— CIMC or VIC Firmware not at
appropriate levels (CIMC
Minimum for Discover 1.4(4).

— Improper Connectivity

Cisco (M’/
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Troublesho Q'ting-Di.S'Cov‘fe'ry"‘P’rQbe ems .

>> BB Equipment » 5% Rack-Mounts * &% Servers » =3 Server 10 = Server 10 I I I l p ro p e r C ab I I n g

General | Inventory | virtual Machines | Hybrid Display | Instalied Firmuare | SEL Logs | CIMC Sessions | VIF Paths | Pawer Control Moritor | Fauls | Everts [FSM | Statistics | Temperatures | Power |

FSM Status: Fail

Description: -
= LOM and Fabric Adapter on
Completed at: 2014-02-20T20:35:41
Progress Status: 0% -
R R Y e, d |ffe rent FEX
Remote Invocation Error Code:

Remote Invocation Description;

Step Sequence

R TR = _.OM connected to FEX with VIC
41 Discover Bmc Unconfig P 05 Skip 1969-12-31T16:00:00 0 d
42 Discover Hag Disconnect Skip 1969-12-31T16:00:00 o = -
43 Discover Serial Debug Discon... ki 1965-12-31T16:00:00 0 d I re Ct | C O n n e Cte d to F a b r I C
4+ Discaver 5ol Redrect Disable ke 19631231 T1 800000 o .
45 Discover Sw Canfig Part Niv L. Skip. 1968-12-31T16:00:00 o
45 Discover Sw Canfig Part Niv P, Skip 1969-12-31T16:00:00 0
47 Discover Nic Inventory Local Skip 1969-12-31T16:00:00 0
48 Discover Mic Inventory Peer Skip 1969-12-31T16:00:00 0
49 Discover Config Niv Made Skip 1969-12-31T16:00:00 0
150 Discover Bme Shutdawn Disco. .. Skip 1969-12-31T16:00:00 0
151 Discover Handls Pocling Skip 1969-12-31T16:00:00 0 -
Mame:
Status:
Description:
Order:
Try:
Tirnestarmp:

Scheduled FSM Tasks
‘ |
Saye Changes: Reset Yaluss,

Cisco ((Vf;

BRKCOM-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 43




Cisco (M’/
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Initial FlrmWarePO |ICIeS c s

= Servers can be discovered as long as they are running an appropriate level of
Firmware
— Version 1.4 and 2.0(1) would only run and discover with CIMC FW version 1.2(2I)
— Starting with Version 2.0(2) any CIMC FW after the minimum 1.4(4) would allow
discovery.
= Only the FW packaged with an appropriate version of UCS Software bundles
are supported with UCSM integration.

= After Discovery all servers should be flashed (upgraded/downgraded) to the
supported bundle.

= Starting with version 2.1(x) UCSM supports N-1 firmware builds. For example
if you are integrating a server that has CIMC code supported in 2.1(1a) into a
UCSM 2.1(3) environment the FW will be supported.

= Link to FW support matrix
Cisco(('l/f;/
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Understandlng Stand-AIone and UCSI\/I FW

Packages
C220 M3 C220 M3
Stand-Alone FW UCSM Integrated FW
= C-Series Stand Alone Versions® ] UC;SO'\(’;)BP“;L‘ﬂaF;";‘C":ges( |
= C-Series FW Build 1.4(4
- 1.4(4) — 2.0(3) Package
— 1_4(5) = C-Series FW Build 1.4(5)
— 1.4(6) - ?.OC(fLS)eFr)iggkI?V%eBuild 1.4(5)
— 2.0(5) Pack
o 1'4(7) . C(-gerizg I?V%eBuild 1.4(5)
- 1.5(1) - 21Q) .
= C-Series FW Build 1.4(7)
- 152) - 2'10(25) ies FW Build 1.5(1)
" -oeries ul .
- 1.5(3) ~ 21(3)
— 1.5(4) = C-Series FW Build 1.5(3)
— 2.1(4)

= C-Series FW Build 1.5(4)
* Does not include patch release detail

Cisco {f'l/&/
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>>» 5B Equipment 8 Equipment

£ Mein Topology Yiew | IR Fabric Interconnects | . Servers | " Thermal | B3 Decommissioned | % Fitmivare Management: Policies | 7 Faults - -
Instaled Firmware | Firmware Auto Install | Catalog Package | Download Tasks Images | Upgrade Validation | Fauks - e r I e S ac ag e as S O C I at e
1) (=) | & Fiker | = Export | iz Prink

with it.

Hame Type State Yendor Yersion Deleted on Faby

@ ucs-clom-ucsx-mlom-001,7.4.19,1%.2.1.bin

@ ucs-c-lsi-mezz-1064E.01.32,09.00_06.34.00.00_(
+@ ucs-c-lsi-mezz-1068E.01.32.09.00_06.34.00.00_(
~§ ucs-c-lsi-mrsas-2008m. 20.11.1-0152, bin -
it = You can examine the contents
@ ucs-c-lsi-mrsas-9220.20.11.1-0152. bin

§ ues-c-lsimrsas-924x. 20.11.1-0152 bin

1§ ucs-c-lsimrsas-9265.23, 12,0-0018bin
@ ucs-clsimrsas-9266,23.12.0-0018.bin O e u n e S
.

e

1§ ucs-c-lsmrsas-9270,23,12.0-0018.bin
8 ucs-c-lsimrsas-9271,23.12,0-0015 bin
1§ ucs-c-prinZxc-abpeilz.6.2.25.29.2.1 bin
1§ ucs-o-pei-n2yx-aspei0l . 4.6.209. 2.bin Iti tI I I r |W r
@ ucs-c-pri-oce 1102.4.6,209.2.bin - [ -
1§ ucs-c-peigleszd2.1,11.54.bin
@ ucs-c-pei-glef3e2,2,02,25.bin I I I y I X .
++§ ues-c22-bios.CZ2M3.1.5. 1h.0,0710201 321530 bin
9 ucs-c2z-Hg-cime. 1.5.2.bin
@ ucs-c240-k9-cime.1,5.3.bin M
@ Ucs-c250-bios, C250,1,4,3.0,0717201 30621 bin S al I l e u I
@ ucs-250-kg-cimc. 1.4, 3u.bin .
++§ ues-c420-bios. C4Z0M3. 1.5, 1¢.0.071120031300 £
@ ues-c420-k9-cime.1.5.2.bin

@ urs-r-lsi-mrsas-926x, 12,13.0-0168. bin
-+ uecs-clsimrsas-326x, 12,13.0-0168 bin .
++§ ueseelshsasctlr-30813E.01.32.09,00_D6.34.00.0 ]
- ues-c-pei-brem-punisher? 7.4.19.13.2. 1.bin
1§ ucs-e-pei-n2-aipeinl.2,1.60,bin
@ ucs--pei-n2ex-aqpainl.2,00.71 bin
++§ ues-c200-bios. C200. 1 4.5k,0,07 1720130646 bin
- @ ucs-c200-k3-cimc.1.4.3u.bin
e = Not every server will use the
9 ucs-c220-k9-cime.1.5.3 .bin
9 ucs-240-bios, C240M3. 1.5,30.0,0820201 306 16, b
8 ucs-c260-bios, C260,1.5.1a,0.07 17201317 1 bin
+§ ucs-260-K9-cime.1.5.2 bin
9 ucs-c460-bios. C460.1.5.15.0.07 1720131702, bin

Save Changes Reset Uallies

Cisco (('Vf;
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Firmware Packages

Fauit
@ O e oo Hes

a v A A

2 [t} 7 ) ¥ S it et et

- L e

e ations. Fropesties

- 3 ekt N el
S T S ok s Bescrptn 1. i s

s v el
Sads Puchage: 2201c8

5 [ 5ervics Protie Teepistes -
= ) Pokcme 7wty Package Versons hac Puckaga:

et asts

AAPEFIRRE

EEEREE

et asts
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Servers DO NOT have to have the
same version as the package to
be discovered.

To be supported the firmware
must be tlashed to a version
supported under UCSM.

Firmware packages are used to
upgrade/downgrade integrated
servers.

Best practice when i_nte%rating
servers is to flash with the
Firmware for a given build

N-1 is supported for C-Series
integrated Servers

Default policy is applied when
servers are discovered.

Cisco (('Vf;/
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Placement Policies Overview

= An advantage of UCS C-Series servers is multiple PCle Adapters.

= By Default UCS will automatically place vNIC/vHBA adapters onto physical
adapters.

= A network Placement policy determines which physical adapter a specific vNIC
and/or vHBA will be assigned to.

= When using multiple cards and card types it is important to manage the
VNICs/vVHBAS to achieve the desired network connectivity.

= VCons are abstractions of physical adapters and provide a method for
consistent PCle mappings for a service profile regardless of how many physical
cards are installed.

Cisco (('V&/
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(U

= The Service Profile was
designed to have mobility
between servers with different
resources.

= vCons were designed to provide
an abstraction of physical
adapters to provide a
mechanism for this mobility.

= When building a service profile
there are Implicit (system) and
Explicit (user) assignments of
VNICs and vHBASs to vCONSs

Cisco (('V&/
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vCon Assignments (round-robin).

= By default the system will place
VNICs and vHBASs across 4
| | vCons and map vCons to
1 e e R e adapters.

II!!lllllllllllllllllllm = Initially this was round robin, but

changed to linear in version
2.1.x and above.

= The change allowed for
consistent PCle numbering
when the number of adapters in
the system changed.

=
o
jsb)

[EEN

Cisco (M’/
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‘vCon Pl

= Setting the desired order for

: VNICs and vHBAs allows the

system to automatically place

Specify how WNICS and vHEAS are placed on physical network adapters
V Identify Service: Profils pecity @ phy: p

.+ ' Networking MIC]VHER Placement specifies how vHICs and vHBAs are placed on physical necwork adapters (mezzanine) t h e m 0 n to V O N S

¥ n 3 server hardware configuration indspendent way ( : .
¥ zoning

 ¥NIC/vHBA Placement
[A5erver Boot Order. Select Placement: Specify Manually ~ 3 Create Flacement Folicy.

Uysintensnce policy

O e o = When creating a service profile
szer Gt wirtual Metwork Interface connection provides a mechanism of placing vNICs and vHEAs on physical network adapters.

'Operational Policies WNICs and vHBAs are assigned to one of Virtual Metwork Interface connection specified below. This assignment can be
performed explicitly by selecting which Virtual Hetwaork Interface connection is used by wNIC or ¥HBA or it can be done

automatizally by selecting "any”,
WNIEfvHE# placement on physical netwerk interface is controlled by placement preferences,

Please select one Yirtual Metwork Interface and one or more whICs o vHBAS

VNICs to provide deterministic

WMICs | ohBAs - -

= men ; ; connectivit
eths L& vton2 al .
jeth1 >> assign »> i Fveons Al

eth2 H

S vCon4 Al

Hame Order Selaction Preference

e e |
eth4

= This is accomplished through
VNIC/VHBA placement

<prav [ Wext> | Fmsh Cancel

Cisco (('ny
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# of
Adapters
1

2
3
4

2
3
4

N N T

1
1
2
2

1
2
3
3

1
2
3
4

Round- Robin Mapping
# of vCon-1 vCon-2 vCon-3 vCon-4
Adapters
1

1
1
1
1

BRKCOM-2640

1
1
2
2

1 1
2 2
3 3
3 4

= vCons are automatically
mapped to the system adapters.
The assignment is dynamic.

= Users can configure a policy
that provides round-robin, or
linear order.

= As of 2.1.x linear is the default
and preferred method.

Cisco (f'l/f;/
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SEE0 n.s":‘for Spec i'f;yi ng;PIac em'e'n__t”P'«o I‘.i»C'ie,S |

Adapter 1

BRKCOM-2640

= There are 2 main reasons to
manually specify vNIC/VHBA
placement for C-Series
integrated servers.

— Preventing automatic mapping to
adapters that are unused by
UCSM (e.g. C460 LOMs or
Externally connected adapters)

Adapter 2 — Traffic engineering (e.g. FCoE on

one adapter and ethernet on the
other).

Cisco {f'l/&/
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Identifying AdapterlnventormeCSM -

Fault Summary

Equipment | servers | Lan | Sam | i | Admin

S VvV A A

& 102

Exit

> 58 Equipment * & Radk-Mounts * &% Servers * &% Server 7 * T Adapters * T Adanter 1
General | DCE Interfaces | WICs | Heas | 5051 vhICs | Fauks | Events

Filter: Al -
=
= 52 Equipment
=153 Chassis
) Chassis |
Sy) Chassis 2
[ =# Rack-Mounts
T Fex
W) FEX 3
T FEX 4

-9 Servers

% Server |
i} Gerver 4
4% Server b
-1 Server 7
- Adapters

[ Server 9 |

<% Server 10

£ [ Server 21 |

f- &% Server 31

=8 Fisbric Interconnects
3 Fabric Interconm
DI Fabric Interconnect B {primary)

Properties

i 1
Product Mame: Cisco UICS YIC 1225
Ver
Revision: 0
PCI Slat: 4

0 Systems Inc

Park Details ¥

Firmware

Running Version: 2.2(1c)

Package Version: 2.2{1c)C

Backup Version: 2.2(0.321)
Update Status: Ready

Startup Version: 2.2{1c}
Activate Status: Ready

Adapters can be identified
through the equipment tab.

In order to control vNIC/vHBA
placement you need to identify
the adapter number in UCSM.

Use the information in this tab
along with the knowledge of how
vCONSs are mapped to adapters
by the system achieve the
desired placement.

Cisco ((Vf:/
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= Placement policies are designed to provide consistent PCle numbering when
moving profiles between servers with a different number of adapters.

= Automatic placement will be sufficient unless you have a setup that requires
strict control of vNIC/VHBA Placement. Examples Include:
— Servers with onboard adapters manageable through UCSM that you do not wish to use
(e.g. C460).
— Using UCSM discoverable adapters to connect to external networks (e.g. Broadcom,
Intel, etc.)
— Strict separation of FCoE traffic and Ethernet Traffic.

Cisco (('V&/
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= Aside from PCle slots the other major form factor decision for choosing a C-
Series servers is the quantity and flexibility of drive configurations.

= Blade servers support a maximum of 4 drives where as C-Series rack mount
servers support up to 24 drives today.

= UCSM provides management of local drive configurations through local disk
policies which are part of the service profiles.

= The current implementation of local disk policies is limited in scope and does
not yet meet some of the requirements for customers. To compensate users
can continue to use tools outside of UCSM to customise drive configurations.

= The key to configuring local drives for a C-Series server is an understanding of
local disk policies.

= Firmware management of controllers and drives is also achieved through

service profiles. .
Cisco (( 74
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Using Local Disk Policies

# Create Local Disk Configuration Policy

Create Local Disk Configuration Policy - A Iocal dlSk pOI|Cy descrlbes

how a logical (virtual) drive will
be configured on the raid
cotonsm i F controller using the resources
& sarvice profile is disassociated with av al | ab I e ]

RAID O Striped
ssociated with that server iF the local

If Protect Configuration is set R,

In that case, a configuration errg|
i

Any Configuration
disk configuration in that profile Mo RAID

RAID 5 Striped Parity =

|t = Depending on the controller

RAID 50 Striped Parity And Striped

R o s D e capabilities the options for local
disk configuration include.

— RAIDO, 1, 5, 6, 10, 50, 60

— NO RAID

— Any Configuration

— No Local Storage

Cancel

Cisco (M’/
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Using Local Disk Policies

# Create Local Disk Configuration Policy

Create Local Disk Configuration Policy

If Protect Configuration is set & service profile is disassociated with

In that case, a configuration er ssociated with that server if the local

disk configuration in that profile

RAID & Striped Dual Parity

RAIDLO Mirrared And Striped

RAID 50 Striped Parity And Striped

RAID 60 Striped Dual Parity And Striped =

FlexFlash RAID Reporting State:

Cancel

= RAIDO, 1, 5, 6, 10, 50, & 60 will
create a single logical drive using
all the disks in the system.

No RAID will create a single drive
RAID 0 logical drive using each
physical drive in the system.

— For example a C240 with 24 drives

would present 24 logical drives to
BIOS using this setting.

— For the B200 M3 and B22 M3 this
configuration will enable JBOD
mode and present the drives as
pass-through.

— This is useful for some storage
implementations like Hadoop or
Ceph.

Cisco (M’,/
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Using Local Disk Policies

# Create Local Disk Configuration Policy

= No local storage will only allow a
service profile to be associated
with a server that has no local

disks in its inventory.

Mode: | Any Configuration -

Create Local Disk Configuration Policy

Protect Configuration: Mo Local Storage =

RAID O Striped

i;:;;:::: Configuration is set| F\I rro & service profile is disassociated with | A ny Co n fl g u ratl O n I n Stru CtS U C S M
In that case, a configuration errg| Bafonaiiation

not to manage the local storage

AID 5 Striped Parity = A R .

L [mesmesnn configuration when applying the

Pk A eporing e o 2 et D Pty o e service profile.

— This allows the user to set up
whatever local drive configuration
they wish and prevents UCSM from
managing the local drives.

= Note: With Any Configuration
UCSM will continue to monitor the
drives and report any faults or
errors.

Cancel

Cisco (M’,/
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Protect Configuration

 Create Local Disk Configuration Policy

Create Local Disk Configuration Policy

Mame: |Local_Disk

Description:

e oAy Configuration

Protect Configuration: |7

If Protect Configuration is set, the local disk configuration is preserved if the service profils is disassociated with

at case, a configuration error will be raised when a new service profile is associated with that server if the local

disk configuration in that profile is different.

FlexFlash State: | * Disable " Enable

FlexFlash RAID Reporting State: |+ Disable ¢ Enable

Cancel |

= An EXTREAMLY IMPORTANT
configuration item in the Local
Disk policy is Protect
Configuration.

= Protect configuration prevents a
service profile with a local disk
policy that DOES NOT match
the actual configuration on the
controller from being applied.

= This will protect the data on an
existing volume during Service
Profile Mobility.

= This setting should be set to on
in almost ALL cases.

Cisco (M’,/
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Protect Co nfig u_fati'p n Exampl 6 -

R A G A G Gl Gl G G Gl
| | | | | | |

|| || S || SR S | SN e | | G SR Gm S

EEHHiF%A;

New 24 Drive Raid 0 Vol

|-

it Vel |- T ]

I

= Protect configuration ONLY
applies during a service profile
association.

= Let's look at an example.

— C-Series Server with a local disk
policy of Any Configuration.

— Current Drive configuration is 2
volumes.
= RAID 1 across the first 2 drives.
= RAID 0 across the remaining 22 drives.

— Removing the service profile will not
affect the configuration or data
(unless a scrub policy is set).

— Associate a different service profile
with a local disk policy of RAID 0
without dprotect configuration
enabled.
= Existing Drive volumes are destroyed

and a new RAID 0 with 24 drives is
created. , /
Cisco(f ny
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Local Drive Management Tools Outside of UCSM

s135006cons az6s0ns = Managing Logical Drive configuration
outside of UCSM is fully supported
with a local disk policy of any
configuration.

= The tools available to achieve this are:
— LSI Preboot CLI

e — LSI WEBBIOS

Qs toticgaii 1o Contig et — LSI MegaClLl or StoreCLI

R — LSI MegaRAID Storage Manager

= MegaCLl, StoreCLI, and MegaRAID
storage manager require applications
to loaded on the host OS.

= Scripting of drive configuration can be
achieved with a Linux image that
includes MegaCLlI or StoreCLI.

5 ; STOtLZ, - DD, 454 A
sure: UGS 240(30), Slot:13, SATA, HDD, 464.729 GE, U ﬂ
>

Cisco (M’,/
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WebBIOS "

[ Kvm [ virtual Media |

NgtruﬂegaRﬂh‘) BIOS Config Utility Virtual Configuration

o By T 2|

h ]
LSI3):

Logical View

LA IDTH)-Nytrobrive Group: O, RATD 1

Iyt
L-%g HytroMegaR AT TH)-NytroCache Drive: 0, Nytro Cac

L Drives

;; Backplane, Slot:d, SATA, NYTRO FLASH, 50-337 GE, Onl
i Backplane, S1ot6, SATL, NYTRO FLASH, 90337 GE, Onl

L& Uneonfigured Drives

Lji Enclosure: UCS 240(30), Slot:1, SATA, HOD, 464723 GB, U
i Enclosure: UCS 240(30), S1ot:2, SATA, HDD, 464720 GE, U
i Enclosure: UCS 240(30), $lot:3, SATA, HDD, 464720 GE, I

L Enclosure: UCS 240(30), Slot:4, SATL, HDD, 464.728 GB, U

L Enclosure: UCS 240(30), 5lot:5, SATA, HDD, 464.723 GB, U
i Enclosure: UCS 240(30), Slot:6, SATA, HDD, 464720 GE, U
2 Enclosure: UCS 240(30), Slot:7, SATA, HOD, 464.725 GE, U

L Enclosure: UCS 240(30), 51ot:8, AT, HDD, 464.728 GE, U
2 Enclosure: UCS 240(30), Slot:d, SATA, HOD, 464.725 GE, U
2i Enclosure: UCS 240(30), Slot:i0), SATA, HDD, 464.720 GE,
¢ Enclogure: UCS 240(30), S1ot:11, SATA, HDD, 464.723 GE, I

L Enclosure: UCS 240(30), 51ot:1Z, SATA, HDD, 464.729 GE, U

Lji Enclosure: UCS 240(30), 51ot:13, SATA, HDD, 454.729 GE, U

BRKCOM-2640
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= Unless you are scripting through

a Linux Image WEBBIOS is the
most common tool for
management outside of UCSM.

KVM to the console and look for
the prompt to enter WEBBIOS
and issue the appropriate
keystroke (e.g. Ctrl-H).

Use the utility to configure virtual
drives then reboot the system
they will be visible in UCSM
after the reboot (version 2.2.1
and above).

Cisco (('Vf:/
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Multi-Volume Drive Management Best Practices -

ALWAYS use protect configuration when moving service profiles between
servers unless your intent is to reconfigure the logical drives on the controller
thereby destroying all data on the drives.

If you need any configuration other than a single volume or all the drives to be
individual RAID 0 volumes use a local disk policy of any configuration.

If you do only need a single volume and think you may grow your existing
volume or create an additional volume in the future use a local disk policy of
any configuration.

If you have an existing stand-alone C-Series server with logical drives and data
on those drives you can still integrate without loosing the data if you associate
a service provide that has a local disk policy of Any configuration.

Did | happen to mention that you should ALMOST ALWAYS use Any
configuration as a local disk policy.*

Ask me about the asterisks in the previous statement.

Cisco (('Vf:/
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Large Sc'éi e,l'nte'g"r'at'ed'C-Seir';i'esi.[}_epl oyment | -

= Big Data Implementation

=700+ Servers in 5 Pods
(Initial Install)

= Mix of
C200/C220/C210/C240/C
460

= Fusion 1/O Drives (PCle)
= Large Disk footprint
= Short deployment cycle

Cisco {f'l/f;/
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Typical Server Install Project Tasks

Rack & Cable Hardware: 2-3 days

Management Network Configuration: 1-2 days
DHCP/DNS Configuration: 1-2 days

BIOS/FW Management: 1-2 hours per server

BIOS settings: 10-15 minutes per server

Storage Management (Local): 10-15 minutes per server
= Server Network Configuration: 1-2 days

= OS Install: 15-20 Minutes per server

= Agent Installation: 15 minutes per server

= Monitoring/Troubleshooting: Ongoing

Cisco (M’/
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Install Timeline .~

= Typical Timeline to get 100 to a point of OS install (assuming some Items can
be done in Parallel):

Configure Management Configure BIOS Settings Host Network connectivity
Network and DNS Entries for 100 Servers
. Local Storage Configuration
Rack Equipment Server BIOS & Adapter FW
| AHp | | Updates to 100 Servers | | 100 Servers | |
| 3 Days | 1 Day | 3 Days | 2 Days | 2 Days | 2 Days |

= 13 Business Days (3 WEEKS) — to get to the point of OS install.

Cisco (M’/
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Using Qualification Policies to Pool Servers

Customer uses a variety of server
configurations for different functions
— €240 10 Drive 96GB Memory

— €220 8 Drive 96GB Memory

— €240 2 Drive 128GB Memory

— €460 10 Drive 256GB Memory

Each Server has a unique function and
uses a different service profile.

By building qualification policies we were
able to identify and add each server to a
pool without any manual inspection.

Service Profile Templates were bound to
a pool for SP assignment so that when a
server of a particular type was needed
and the SP created it picked a physical
resource from the pool that matched the
qualification.

BRKCOM-2640 © 2014 Cisco and/or its affiliates. All rights reserved.
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Using Firmware Packages

Equipment | Servers | LaN | sanN | vM | Admin
Filter: A1

= When rack servers come from a
vendor you almost never know
what BIOS and FW will be

installed.

= Using Host Firmware Packages
provides consistent FW and BIOS
loads across all servers in the

system.

= Using a Management Firmware
package provides a consistent
build for the CIMC (management
controller) for the server

BRKCOM-2640
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= Service Protie | emplates
=) &%, root
25

== Service Tempiate base_Analyss_L

+ Service Templates base_Analyss_M
£ Service Tempiate base_Analysis_XL
+ Service Template base_Analysis_XXL

= Service Tempiate base_hadcop
+ Service Tempiate base_vertica

£, Sub-Organizations
}- 55 Polices
= _é‘ root

[+ 55 Adapter Polices

+- &5 BIOS Defaults
&) BIOS Policies

[+ &= Boot Polides

= & Host Firmware Packages

&' Adapter_8ios_LSI

&) PMI Access Profiles

#- & Local Disk Config Policies

- 5 Mantenance Polices

= 55 Management Firmware Packages

& caamc_204a
31 55 Power Control Policies
[+ 55 Scrub Poldes
555 Serial over LAN Polices
(#- &5 Server Pool Policies

@ &) Server Pool Policy Qualifications

[+ 3= Threshold Polcies
&5 iSCSI Authentication Profiles

£ vNIC/vHBA Placement Polides

£» Sub-Organizations
-} €83 Pools
=) 4% root
¥« Server Pools
(+- 258 UUID Suffix Pools
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. Usiig B|QSP0I|C|eS

Equipment | Servers | Lar | sam | vm | Admn

= Depending on the server type —— -
there may be a need to modify -
BIOS settings for any of the I o Profle Tempiates
following reasons: S cdapter poces
— Disable any unneeded BIOS settings
— Improve Memory Performance
— Control Memory Scrubbing

i=5 maon_silent_boat
';T Boot Polices
= Host Firmware Packages
=] IPMI Mocess Profiles
= Local Disk Config Policies
=} Mantenanoe Polices
=] Management Frmwars Padages
‘= Powssr Contral Policies

&l Socub Polides

BB

= By creating a BIOS policy there is =
no longer a need for anyone to S Server Poal Pokcies

- 52 Server Pool Pobcy Qualificatons
=) Storage Connecton Folices

enter the BIOS of each server to R sk aiyiomi

+oo B2 imCE] Authentication Profiles

Change Settlngs_ B3 }.E:' WNIC fwHEA Placement Polides

S Sub-Orgamizations

+]- 5 Poois
=1 ¢5| Schedules

A] | =l
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Using Service Profile Templates

Equipment | Servers | Lan | san| vM | Admin

= The final step was to tie it all
together using service profile

templates.

= A template was created for each

server type.

= Policies were used in the template
and then when a SP was created it
became associated with a piece of

HW from the pool.

= Updating templates allow wide
spread changes to the system.

BRKCOM-2640
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Filter: Al -

= Service Protie Templates
=) 8% root
e Service Template base_Analyss_L
+ Service Template base_Analyss_M
= Service Tempiate base_Analysis_XL

+ Service Template base_Analyss_XXL

3 Service Template base_hadocop
+ Service Template base_vertica
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Parallel Tasks = =

= Once the Fabric Interconnects are racked and initial setup
Is performed. All of the server configuration tasks can be
accomplished without having any hardware installed.

= Discovery can take place at anytime during the process.
This greatly reduces the time to deployment
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Typical Server IhS'taI'I Pro JectTas ks Wlth UCSM

* Rack & Cable Hardware: 2-3 days

= Management Network Configuration: 5-10 minutes total
= DHCP/DNS Configuration: Not required

= BIOS/FW Management: 10-15 minutes total

= BIOS settings: 10-15 minutes total

= Storage Management (Local): 10-15 minutes total

= Server Network Configuration: 10-15 minutes total

= OS Install: 15-20 Minutes per server

= Agent Installation: Not required

= Monitoring/Troubleshooting: Ongoing
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How Long Does it Take with UCSM?

= Typical Timeline to get 100 to a point of OS install (SP configuration can be
completed before equipment racking is completed):

| Rack Equipment
2 Das |
| Configure Management N/A |

Network and DNS Entries
Server BIOS & Adapter FW 15 Minutes

Updates to 100 Servers .
Copnfigure BIOS Settings 15 Minutes

for 100 Servers
Local Storage Configuration 15 Minutes

100 Servers
Host Network connectivity 15 Minutes

- Associate Service Profile

= 3 Business Days or less — to get to the point of OS install.

Cisco (M’/
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‘Reference M'a.te-rﬂia'lSj -

= UCS C-Series Integration Guide

= http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series integration/ucsm2-2/b C-
Series-Integration UCSM2-2.html

= UCSM GUI Service Profile Configuration Guide

= http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/sw/gui/config/guide/2-
2/b UCSM GUI Configuration Guide 2 2/b UCSM GUI Configuration Guide 2 1 chapter 010
0001.html

= LSI MegaRAID SAS Software Users Guide

= https://www.Isi.com/downloads/Public/MegaRAID%20Common%20Files/SASUG 51530-
00 RevG.pdf
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2014 Polo Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

= Directly from your mobile device on the Cisco Live
Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located
throughout the venue

Polo Shirts can be collected in the World of Solutions
on Friday 21 March 12:00pm - 2:00pm

Learn online with Cisco Live!

Visit us online after the conference for full access
to session videos and presentations.
www.CiscoLiveAPAC.com
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