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= High-level System Overview

» Fabric Forwarding Mode of Operations
= Uplink Pinning

= Chassis / Fabric Extender

= Server Connectivity Options

= Recommended Topologies

= C-Series Integration
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-~ System Components H|gh Ievel Overv|ew e

Fabric Interconnect (FI)

10 GbE unified fabric switch
Connects up to 160 servers

-
- | |-|1-l l—l I

b —_IT_I |—| y—
08

e 10 GbE unified remote linecard N
* Flexible bandwidth connectivity

Compute (Blade and Rack)

* x86 industry standard
» Patented extended memory

UCS Virtual Interface Card (VIC)

* CNA adapters
* Flexible server 1/0




s Fabrc ool

« 1RU
32 unified base ports and 1 expansion slot
* Linerate —960Gbps

* 4 or 8 10GbE fabric links (to Fabric
Interconnect)
* 16 or 32 10GbE server links (to servers)

. VIC1240: Up to 4 x 10 GbE

. PT: Expands VIC1240 up to 8 x
10GbE

. Up to 256 vPCle

« 2RU
* 48 unified base ports and 3 expansion slots
* Linerate — 1920 Gbps

» 8 10GbE fabric links (to Fabric Interconnect)

» 32 10GbE server links (to servers) T .
3 e e

Up to 8 x 10GE ports * Upto2x 10GE ports T
Up to 256 vPCle « Upto 256 vPCle |

Cisco (f'l/f!



Cisco UCS 6200_'. S"é;_ri'es,;Fab.'ri'_C;Int_e‘r.cdn:n'_ects L

Product Features UCS 6248UP

and Specs

Switch Fabric Throughput 960 Gbps
Flexibility Switch Footprint 1RU

1 Gigabit Ethernet Port Density 48

10 Gigabit Ethernet Port Density 48
Scalability 8G Native FC Port Density 48

Port-to-Port Latency

) # of VLANs
Multi-

purpose Layer 3 Ready (future)

Virtual Interface Support 63 per Downlink

*1024 with 2.1 rel i { '
024 with current 2.1 release Cisco ‘l/e’
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. UCS 6248: Unified Ports

‘Dynamic Port Allocation:, Lossless Ethernet or Flbre Channel

' AV CGAWM HAVS -.vu " B NAVE DAV BAvN Hava = " NAY

5

—r ——

Lossless Ethernet:
1/10GbE, FCoE, iISCSI, NAS

Native Fibre Channel

4 Benefits Use-cases )
=  Simplify switch purchase - remove » Flexible LAN & storage convergence based on
ports ratio guess work business needs
* Increase design flexibility = Service can be adjusted based on the demand
» Remove specific protocol bandwidth for specific traffic

\ bottlenecks

a
Cisco (f Vf;/
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. UCS 6248 Unified Ports

‘Dynamic Port Allocation:, Lossless Ethernet or Flbre Channel

Ports on the base card or the Unified Port GEM Module can be Ethernet or FC
Only a continuous set of ports can be configured as Ethernet or FC
Ethernet Ports have to be the 1st set of ports

Port type changes take effect after next reboot of switch for Base board ports
or power-off/on of the GEM for GEM unified ports.

Cisco ((Vf:/
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' 'Generlc Expansmn Module (GEM)

-Unified Port GEM for UCS 6200 Serles

UCS-FI-E16UP

+ 16 “Unified Ports”

 Ports can be configured as either
Native FC Ports

- Ethernet operations at 1/10 Giga

- Fibre Channel operations at 8/4/2

- Uses existing Ethernet SFP+ and
and 4/2/1G FC Optics

a® O»

Cisco (M’/
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Unified Port Screen

= Configured on a per FI basis
= Slider based configuration
= Reboot is required for the new port personality to take into affect

= Recommendation is to configure GEM card, therefore GEM is only needed to
be rebooted

o Configure Unified Ports

Unified Computing System Manager

Configure Base Card

=l “il's
<[ FCoE Storage +</1 Monitor Port = Uplink. hannel Memb I hannel Membr
4 Uplink. il st 4l Monitor Part hannel ber
[ | il Admin n [l Fail | Link

Cisco (('V&/
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Logical Architecture

Uplink Ports

OOB Mgmt
Fabric Switch
Server Ports

Fabric Extenders

Virtualised Adapters

Blades
Half / Full width

BRKCOM-2003

Chassis 1

Half blade

© 2014 Cisco and/or its affiliates. All rights reserved.

SAN B

...
FI B 1

Lolive!

z Chassis 20 0

= M

B oty By -
Full blade

12



Abstracting the Logical Architecture

Physical

6200-A

Switch

Y Dynamic, Rapid
Provisioning

Eth 1/1

v’ State abstraction

v' Location
Independence

v'  Blade or Rack

Physical Cable

Virtual Cable
(VN-Tag)

Cisco ((Vf;/
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Fabric Forwarding Mode of Operations
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Fabrlc Forwardlng I\/Iode of Operatlons

“Modes of Operation :

= End-host mode (EHM): Default mode
— No spanning-tree protocol (STP); no blocked ports
— Admin differentiates between server and network ports
— Using dynamic (or static) server to uplink pinning
— No MAC address learning except on the server ports; no unknown unicast flooding
— Fabric failover (FF) for Ethernet vNICs (not available in switch mode)

= Switch mode: User configurable
— Fabric Interconnects behave like regular ethernet switches
— STP parameters are lock

Cisco (M’/
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Spanning

Tree

FI A

VLAN 10

J = Completely transparent to the
g I——ll network
— Presents itself as a bunch of hosts
to the network

= No STP — simplifies upstream
connectivity

= All uplinks ports are forwarding

Fabric A £\

X 2\
Switching y

BRKCOM-2003

Server 1

Learning — never blocked

Cisco (f'l/f;/
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- End Host Mod'el

“Unicast Forwardlng

= MAC/VLAN plus policy based
Server 2 forwarding

Uplink Ports — Server pinned to uplink ports

Deja- Vu

= Policies to prevent packet

looping
— déja vu check
: — RPF
VEN L AN m — No uplink to uplink forwarding

F

x = No unknown unicast or multicast

— igmp-snooping can be disable on
per-VLAN basis

Server 2

Cisco ((Vf;/
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i End Host Mode

Multicast Forwardlng

= Broadcast traffic for a VLAN is
pinned on exactly one uplink
port (or port-channel) i.e., it is
dropped when received on other
uplinks

Broadcast
Listener
per VLAN

= Server to server multicast traffic
Is locally switched

= RPF and déja vu check also
applies for multicast traffic

Server 2

Cisco ((Vf;/
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. SWItChMOde

<§l LAN._IEEI = Fabric Interconnect behaves like
a normal L2 switch

> » Rapid-STP+ to prevent loops
O — STP parameters are not
P configurable
earning

g\hl = Server VNIC traffic follows STP
VLAN 10 : forwarding states
I

— Use VPC to get around blocked

L2 ports

Switching
= VTP is not supported

= MAC address learning on both
uplinks and server links

Cisco (f'l/f;/
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Uplink Pinning



‘End Host"; Motd'e‘.!Dyharﬁ;iCPi nmng 9 o

ma——

= UCSM manages the vEth
pinning to the uplink

= UCSM will periodically vEth
distribution and redistribute the
VEths across the uplinks

"""""
““““ N
"""" Pinning

.
----------------

Cisco (f'l/f;/
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© End Host Mode - Individual Uplinks

Dynamic Re-pinning of failed uplinks

R
x

FI-A I Sub-scanélj re-pllna ; @« Pinning
O
L

¥ Switchin
Fabric A J

|
|
|
v'All uplinks forwarding for all VLANs :
v'GARP aided upstream convergence I
v'No STP |
v'Sub-second re-pinning I
v'No server NIC disruption :

I

1

Cisco (f'l/f:/
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End Host Mode — Port Channel Uplinks =~ -
Recommended: Port Channel Uplinks m NoO disrton

No GARPs
needed

Fabric A

v'More Bandwidth per Uplink
v'Per flow uplink diversity 3
v'"No Server NIC disruption

v'Fewer GARPs needed ESX HOST 1
v'Faster bi-directional convergence
v'Fewer moving parts

RECOMMENDED ,
| RECOMMENDED ciscolive!

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 23




‘End Ho,st".l\/lotd’e‘,'—’

—

BRKCOM-2003

© 2014 Cisco and/or its affiliates. All rights reserved.

Static Pinning -

Administrator Pinning Definition

VEth Interfaces Uplink
VEth 1 Blue
vEth 2 Blue
vEth 3 Purple

Administer controls the vEth pinning
Deterministic traffic flow

Pinning configuration is done under the
LAN tab -> LAN Pin %oups and
assigned under the vNIC

No re-pinning with in the same Fl

Static and dynamic pinning can co-

exist
Cisco (f'l/f;/
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Chassis / Fabric Extender
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B Fabrlc Topologles S
'Chassis Bandwidth Options e e




= A IOM (sometimes called ‘Fabric Extender’) provides
— A 1GE switch used for internal management (1GE per slot)
— A number of 10G-KR sever facing links (HIF)
— A number of Fabric links (NIF)

= NIC cards on the servers use those HIF ports for external connectivity

= Each IOM provides a separate dedicated 10 channel for internal management
connectivity

= There is no local switching on IOMs — traffic is always switched by the FlIs

Cisco (M’/
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Let’s go back in time a bit...

2104XP 4 Physical ports to Fabric Up to
Gen 1 IOM Interconnect 80Gbps
I I I s

chassis
ASIC with some
funny name

Chassis Control

Management 10
Controller

Switch Up to

20Gbps
per slot

Yvyvy

Chassis 8 internal backplane ports to blades

Signals Cisco (f'l/a/

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 28




So this is what we had with the 2104 XP

BRKCOM-2003

Blade 1

Blade 3

Blade 5

Blade 7

Path A,
e

Path B

Path A

il

Path B

© 2014 Cisco and/or its affiliates. All rights reserve

d.

Blade 2

Blade 4

Blade 6

Blade 8

isco Public

Chassis

Cisco (f'l/fo/
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. Today: UCS 2204 10 Module

‘Dual 20 Gbps t6 Each Blade Server e

UCS-IOM-2204XP

 Bandwidth increase
o 40G to the Network
o 160G to the hosts (redundant)

o (2x10G per half-width slot; 4x10G per
Full-width slot)

« Latency Lowered to 0.5us within IOM

* Investment Protection with Backward
Compatibility

Cisco (f'l/f;/
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- UCS 2208 10 Module

'Enable Dual 40'Gbps to Each Blade Server

UCS-IOM-2208XP

* Bandwidth increase
o 80G to the Network
o 320G to the hosts (redundant)

o (4x10G per half-width slot; 8x10G per
full-width slot)

 Latency Lowered to 0.5us within IOM

* Investment Protection with Backward
Compatibility

Cisco (f'l/f;/
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Chassis
Signals

220x-XP Architecture

Chassis
Management

Controller

BRKCOM-2003

Fabric Ports to FlI
2208

2R

2208
Internal backplane ports to blades

No Local Switching — ever!

Traffic goes up to FI

© 2014 Cisco and/or its affiliates. All rights reserved.

Feature

ASIC

Fabric Ports
(NIF)

Host Ports
(HIF)

CoS

Latency

Cisco Public

2204-XP

Woodside

16

~ 500ns

2208-XP

Woodside
32

~ 500ns

Cisco ((Vf:/
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Blade NorthboundPorts '

= These interfaces (show int brief — NXOS shell) are backplane traces

= Eth x/y/z nomenclature where
— X = chassis number
— y =isalways 1
— Z = host interface port number

Ethernet
Interface

access LAdministratively 10 (D)
ACCESS Administratively 10=(D)
access Administratively 10 (D)
access Ldministratively 10 (D)
access LAdministratively 10 (D)
ACCESS Administratively 10=(D)
access none 10& (D)
access none 10 (D)
trunk none 10 (D)

Ethi/1/Z
Ethl/1/3
Ethl/1/4
Ethil/1/5
Ethi/1/a
Ethi/1/7
Ethl/1/8

thl/1/9
call-opring-—E#

L N S




UCS Internal Block Diagram

UCS 6248

UCS 6248

Interconnects
---- ---- I I L ---- ---- I I I o B
Huﬂnﬂnﬂﬂnﬂl.ﬁ.l..! !uml.F..l.H-..l...-..l.E.lﬂ Double the Fabric Uplinks
10 Modules 2208XP 2208XP
C ] C ]
Midplane e= Quadruple the Downlinks
Mezzanine | Mezz Card

x16 Gen 2

Server Blade

UCS Blade Chassis

Cisco (f'l/f;/
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10 Module HIF to NIF Pmnmg

'2208XP — 1 Link

St Fabric
Slot 2 Interconnect
Slot 3 .
Slot4 316 D rrrrremenn ) ,! . One link ‘
Slot 5 AR "
Slot 6
Slot 7
Slot 8
Cisco(('l/f;/
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10 Module HIF to NIF Pmnlng

'2208XP — 2 Link

Slot 1 Fabric

Slot 2 Interconnect

Slot 3

Slot 4 )
Two links

Slot 5

Slot 6
Slot 7

Slot 8

Cisco (M’/
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10 Module HIF_ to NIF Pmnmg”

'2208XP — 4 Link

Slot Fabric
Slot 2 . Interconnect
Slot 3
Slot4 Four links
Slot 5 ‘
Slot 6 ‘
Slot 7
Slot 8
Cisco (( l/&/
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0 Module HIF to NIF Pmnlng

'2208XP — 8 Link

Slot 1 Fabric

Interconnect

Slot 2

Slot 3

Slot 4
Eight links

Slot 5

Slot 6

Slot 7

Slot 8

Cisco (f'l/f;/
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IOM and Failover

= What happens in a 4-link topology when you loose 1 link?
— Server interfaces pinned to that link go down*
— The remaining 3 links still pass traffic for the other blade servers
— To recover the failed servers’ vNICs, re-acknowledged of the chassis is required

— After a re-ack UCS falls back to 2 links with regards to blade to fabric port mapping
= That’s because the link count must be a power of 2!

* unless you enabled Fabric Failover

Cisco (M’/
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" 1OM and Failover

BRKCOM-2003

Lose connectivity on
mezzanine port mapped
to IOM 1 for blades 1
and 5

miiglaiad cserved.

4 links active

CO (('l/&/

40



Increased Bandwidth A Cces s to Blad es o

160 Gb {Discrete Mode) 160 Gb {Port Channel Mode)

« B100 to 2208 +  [200 to 2208 i /
« B200 to 2208 Cisco("/fy

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 41



Port-channel Pinning

= No slot based pinning
= No invalid link count for NIF ports (no “power of 2” rule)

BRKCOM-2003

VIC1200

adaptor with 2200-10M

DCE links in Rkt

Port-Channel IRl
Pinned o=
toPo _.--["

Gen-1 adaptor ="

with single 10G

link

Cisco (f'l/f;/
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‘Port-channel Pinning -~ -~~~
Hardy-the-new-4(nxos)# sh port-channel summary
Flags: - Down P - Tp in port-channel [(members)
- Indiwvidual H - Hot-standby [(LACP only)
Suspended r - Module-remowved

Zwitched E - Routed tﬂward thE FI
Tp (port-channel)

Protocol Menber Ports
Channel

Fol (3m) Ethi/1(P) Ethil/Z (P)

FozZz0O (317) Ethl/23 (P) Ethi/z4 (P)

FolOz5 (517) Ethl/17(P) Ethi/ 18 (F) Ethi/12 (P
Ethl/Z0(F)

Folz30(51) Ethl/1/29(P) Ethl/1/30(F) Ethl/1/31(PF)
Ethl/1/32 (P)

Folzgz (51 Ethl/1/25(P) Ethl/1/Z6(P) Ethl/1/27(F)
Ethl/1/28(P)

FPolz35 (51 Ethl/1/21(PF) Ethl/1/23(P)

FPolz37 (5D) Ethl/1/17(D) Ethl/1/192(D)

Hardy-the-nev-L(nxos)# =sh vifz int 280

toward blades

Interface MAX-WIFS VIFZ

Veth752, Veth735, Veth739, Veth791, Veth792, VethSo7s,

Hardy-the-new-L4 (nxos) # I Cisco((‘/e/
{J

43
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Let’s go back in time once more

Fabric

Interconnects
(LICS 6100)

10 Modules
(UCS 2104)

L
[ ]

Backplane

C52104 J

Wezz
(ME1HE]

Server Blade

BRKCOM-2003

UCS 5100 has 4 passive serial KR
lanes to each half width server slot

Blade Chassis

© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

Cisco (M,’,/
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. UCS Cisco 1260 VIC Adapter |

= Dual 4x 10 GE (80 Gb per host)
= VM-FEX scale, up to 112 VM interfaces /w ESX 5.0

UCS 2208 IOM

UCS 2208 IOM

Feature details

* Dual 4x 10 GE port-channels to a single server slot
« Host connectivity PCle Gen2 x16
+ PCle Gen 2 x16 bandwidth limit is 32 Gbps
* HW Capable of 256 PCle devices
* OS restriction apply
* PCle virtualisation OS independent (same as M81KR)

* Single OS driver image for both M81KR and 1280 VIC
- FabricFailover supported All M3 blades

« Eth hash inputs : Source MAC Address, Destination MAC & B230M2
Address, Source Pprt, Destination Port, Source IP address,
Destination, P address and VLAN & B440M2

* FC Hash inputs: Source MAC Address
Destination MAC Address, FC SID and FC DID . 1 {
CISCO“ ny

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 46




‘Connectivity IOM to Ad'épte'r Sl o

Up to 32 Gbps (PCle speed) throughput per vNIC using flow based port-channel hash
2208 IOM 2208 IOM

= Implicit Port-channel between UCS 1280 VIC
adapter and UCS 2208 IOM

= 7-Tuple Flow based hash

= A vNIC is active on side A or B.

VM Flows
1. 10 Gb FTP traffic = A vNIC has access to up to 32 Gbps

throughput . /
Cisco((l/&

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 47



~Fault Summary
- . ’ " o ; alaln)
V A Q B3 Mew @ Options i Fending Activities @ Exit: ETER
4 7 4 BE e SErVErs * ='E Service Profiles * fi:% rook EE:% Sub-Organizations * s°:}'a cpaggen * ='E Service Profile B200-M3-YIC1240_PE * =] wNIC
Equipment | Servers | Lan | san | v Admin eneral | vIC Interfaces | Statistics | Faults | Events
Filter: Al | Fault Summary Properties —
I SRVAaTa e
[El e SErvers - MAC Address: IDD:ZS:BS:‘JQ:DI]:I]T
L =E @ ocal Area Connection 2 Status -
Network Connection Details
General | . R
Metwark Connection Details: [
Connection Property | Value Enable Failover
IPv4 Connectivity: Mo Internet access Connection-specific DM...  ucslab.cisco.com
IPvE Connectivity: Mo Internet access Description Cisco VIC Ethernet Interface #2
Media State: Enabled iz Physical Address 00-25-85-93-00-06 -
Duration: 1 day 22:10:54 DHCP Enabled Yes -1fhost-eth-2
_— ofE &y P4 Address 192.168.66.100
peed H SERs P4 Subnet Mask 255.755.255.0
Dietails,. . | Lease Obtained Tuesday, September 04, 2012 71312 At
Lease Expires Wednesday, September 12, 2012 7:20:10
P4 Default Gateway
IP+4 DHCP Server 192.168.66.1
Aickivity
IPw4 DNS Server 192.168.66.254
._' IPwd WINS Server
S — —  [Remsied NetBIOS over Tepip Ene. Yes =
Link-local IPvE Address feB0: 81272541 d507: 2603%1 3 I » rl
Eytes: 2,496,676 I 1,839,456 —— | IPvE Default Gateway —
IPvE DINS Server 5 | Reset Values |
#! Properties | 1 Disable | Diagnose I ——— | | _;I
0 Logged in as . |7 2012-09-06T12:11

48



~ Fabric Failover

'End Host Mode’(only) - -

= Fabric provides NIC failover
— capabilities chosen when
defining a service profile

UCS Fabric
Interconnects

= Traditionally done using NIC
bonding driver in the OS

= Provides failover for both
unicast and multicast traffic

Chassis

= Works for any OS on
bare metal and hypervisors

\J

Cisco (f'l/f:/
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' 'Fabrlc Fallover
‘Bare Metal OS '

HA Links

Server Ports

Server Ports

4 N
Fabric Ports Fabric Ports
-~ ucs
Blade
Backplane = Backplane
Ports Chassis Ports.
ER 7T/ Adapter _ — — Lkl | Blade Server
” J—— — S
MAC —h""'T-" MAC =
A | ) | PCI Bus
Bare Metal Operating System
Windows / Linux
.

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

Cis)co ((Vf:/

MAC-A gARP
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IOI\/I 2104 Wlth I\/I81KR In I\/Il/M2 Blades

UCS 5100 backplane has 4 |
passive KR lanes to each half
width server slot

2104 - A

1
1
1
N I.
Port O | Part 1
Palo ASIC

VIC M81KR

BW to half width slot
= Dual 10Gb

Cisco (f'l/f:/
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© IOM 2104 with VIC 1280'in M2 Blades

VIC 1280 has dual 4x10GB ports

2104 - A

(A
Sereno ASIY

VIC 1280

BW to half width slot
= Dual 10Gb

Cisco (f'l/f:/
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~ IOM 2208 with M81KR in M1/M2 Blades =

IOM 2208 has 4 KR lanes to each
server slot

e —

-1
1
1

1
1
1
1
1
1
t

Port O | Part 1
Palo ASIC

VIC M81KR

BW to half width slot
= Dual 10Gb

Cisco (f'l/f:/
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IOI\/I 2208 Wlth VIC 1280 In I\/I2 Blades

| IOM 2208 has 4 KR Ianes to each
VIC 1280 has dual 4x10GB ports ‘ server slot \

| port0 | Pport1
Sereno ASIC

2208 - A
2208- B

BW to half width slot
= Dual 4x10Gb

Cisco (f'l/f:/
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~ IOM 2204 with M81KR in M1/M2 Blades

IOM 2204 has 2 KR lanes to each
server slot

e —

-

1
1
1
1
1
1
t

Port O | Part 1
Palo ASIC

VIC M81KR

BW to half width slot
= Dual 10Gb

Cisco (f'l/f:/
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© IOM 2204 with VIC 1280 in M2 Blades

VIC 1280 has dual 4x10GB ports IOM 2204 has 4 KR lanes to each
server slot

Sereno ASIC

VIC M81KR

BW to half width slot
= Dual 2x10Gb

Cisco (f'l/f:/

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 56



UCSB0OMB L. ¢

Half width blade

form factor

Modular LOM
Slot

N =

mLOM Slot: Supports only the VIC 1240
Mezz Slot: Supports VIC 1280 & 3" party Gen 3 Mezz cards
M81KR *NOT* supported on the M3 (Romley blades)

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public

Mezzanine
Slot

Connectors to
the backplane

Cisco (f'l/f;/
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'B200 I\/I3 /1O, Block: Dlagram

I\/Iodular LOM and Mezzanlne slot

PCle lanes from each socket!

Mezzanine Slot Modular LOM Slot

(VIC1280 or 3 pz (empty or VIC1240)
or Port Expan/

Cisco ((Vf:/
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" Introducing UCS VIC 1240 Modular LOM

Based on Sereno ASIC (VIC 1280 uses the same ASIC)
PCle Devices 256 (VNICs or vHBA)

Support VM-FEX

Base option supports dual 2x10Gb (2 lanes to each FI)

Cisco (f'l/f:/
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" Port Exp*émd’erCha-'rd'floﬁ'r"_\"/'|(;"1_:_2"44(j s

Option to enable all port of 2" Gen VIC ASIC (Sereno)
4 ports to each FlI

Fits in the Mezzanine slot of B200M3

Port Expander has no PCle presence

It is a “passive connector” device

ooopoo

Cisco {f'l/f;/
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'B200 I\/I3 Ile} Block Dlagram

VIC 1240 and Port Expander Card for VIC 1240

Port expander card does not connect to the PCle lanes
It enables all ports on the mLOM

Port Expander Card VIC 1240
Mezzanine Slot Modular LOM Slot

Patsburg
PCH-B

Cisco (f'l/f;/
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" Backplane Lanes for B200M3 =~

KR lanes go to the mLOM slot
KR lanes go to the Mezz Slot

NN

|

Mezz Slot mLOM Slot

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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© IOM 2208 with VIC1240 in B200M3

IOM 2208 has 4 KR lanes to each server slot VIC 1240 has Dual 2x10 10Gb KR ports

Port O Port 1
Sereno ASIC

mLOM Slot
VIC 1240

Mezz Slot
Not Populated

BW to half width slot
= Dual 2x10Gb

Cisco (f'l/f;/
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1OM 2208 W|th VIC124O & Port EXpander in BZOOI\/I3

Port Expander for VIC 1240 enables 2 additional ports of
Sereno ASIC to each fabric

e
(e}
o
N
N

N

=\l
:
-

Sezen@.-Aéf.C

Mezz Slot

Port Expander Card mLOM Slot

For 1240 VIC 1240

BW to half width slot
cru#1 G S CpU # 0 = Dual 4x10Gb

Full BW of 2"d Gen VIC ASIC exposed

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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~ I0M 2208 with VIC1240 & VIC 1280 in B200M3

<
(e}
o
N
N

VIC1280 is a
PCle device

BRKCOM-2003

Unconnected ports of VIC 1280

]
V|l

__Port0 | Part 1

Port 0 | Port 1

0000 , DOJ

Sereno ASIC Sereno ASIC

mLOM Slot
VIC 1240

Mezz Slot
VIC 1280

© 2014 Cisco and/or its affiliates. All rights reserved.

BW to half width slot

= Dual 2x10Gb + Dual 2x10Gb
Each ASIC forms its own

Ether channel

Cisco ((Vf:/




© IOM 2204 with VIC1240in B200M3

IOM 2204 has 2 KR lanes to each server slot

One lane to MLOM; one lane to Mezz slot VIC 1240 has Dual 2x10 10Gb KR ports

Port 0 | Part 1
Sereno ASIC

mLOM Slot
VIC 1240

Mezz Slot
Not Populated

BW to half width slot
= Dual 10Gb

Cisco (f'l/f;/

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 66



Topology Designs For Maximum Bandwidth -

ide A ide B
1280 VIC or M81KR

PP P

Shared IOM uplink
bandwidth of 10Gbps
VvNIC Burst up to 10Gbps
Shared IOM Uplink with 1
server

Host port pinned to a
discrete IOM uplink

BRKCOM-2003

UCS 6248UP UCS 6248UP

ide A Side B

M81KR UCS 1280 VIC

FPPP PPV

| SideA B8ide\s

Shared IOM uplink * Dedicated IOM uplink
bandwidth of 80Gbps bandwidth of 10Gbps
vNIC Burst up to 10Gb * VNIC Burst up to 10Gbps
Shared I0M Port-Channel *(IOM uplink limitation)
with 8 servers * Dedicated IOM Uplink
Host port pinned to a * Host port-channel pinned
discrete IOM port-channel to discrete IOM uplink

© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

| SideA e

UCS 6248UP /

CICICIC]

UCS 1280 VIC

PP P

Shared I0OM uplink
bandwidth of 80Gbps
vNIC Burst up to 32Ghps
*(PCle Gen 2 limitation)
Shared IOM Port-Channel
with 8 servers

Host port-channel pinned
to the IOM port-channel(

Cisco (Vf;/
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= We know servers with one mezz card present two (M81KR and non-Cisco
adapters) or 2 x (4 x 10G) Base-KR ‘external’ or ‘northbound’ interfaces

= The OS knows nothing of this
= The OS sees PCI devices on the bus and loads device drivers for those
devices
— In UCS, the Service Profile controls the interfaces the OS sees
— E.g.: a blade can be shown 6 x 10GE NICs and 2 x HBAs while another sees 8 x 10GE
NICs and no HBAs

= This means the northbound physical interfaces between the adapter and the
IOM can carry both Ethernet and FC traffic for several vNICs. We need a
mechanism to identify the origin server

— —> Concept of Virtual Interface or VIF (see next slide)

Cisco (('V&/
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Server ln"terfa(;e_Vi'rtu éli.;S’atiyoh."i(Adtapltie,r’FEX) |

Blade 1

‘Southbound’ or OS-side “virtual”
Interfaces assigned through Service
Profile

. , External 10GE physical port that
Virtual interface tag connectsto the backplane
to associate frames to a Fabric VIF

(i.e. "vmnicO, vmnic2, fcO, etc)

IOM 1

Backplane
Eth X/Y/Z interface

IOM-to-Fllink

ciscoltve!
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VN-Tag: Instantiation of Virtual Interfaces

= Virtual interfaces (VIFs) help distinguish between FC and Eth interfaces

= They also identify the origin server

= VIFs are instantiated on the FI and correspond to frame-level tags assigned to
blade mezz cards

= A 6-byte tag (VN-Tag) is preprended by Palo and Menlo as traffic leaves the
server to identify the interface

— VN-Tag associates frames to a VIF

= VIFs are ‘spawned off’ the server’s EthX/Y/Z interfaces (examples follow)

Cisco (M’/
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‘'VN-Tag at the Adapter (Mezz Card) Level
Hardy-the-new-4# connect adapter 17171
adapter 1/1/1 # connect
adapter 1/1/1 (top):1# attach-mop
adapter 1/1/1 (wcp):1# wnic
whice id : internal id of wvnic, use for other wnic cmwds
whic namesmac @ ucsm provizioned name (-n) or mac address [(-m)
wnic type ! enet=ethernet, enet pt=dynamic ethernet, fo=fooe
whic bb:dd.f : host poi bhus/device/function id
vnic state 1 state of wnic
1if : internal logical if id, use for other liffvif cmds
1if =tate 1 state of 1lif
wif i : bound uplink 0 or 1, =:primarvy, -:secondary, >:Ccurrent
wvif : ucsm id for this wif
wif i : switch id for this wif
wif : default wlan for traffic
ztate of wif

state lif =state uif

adapter 1/1/1 (mcp) 2§ I CiSCO({‘/cl/
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= Ethernet and FC are muxed on the same physical links - concept of virtual
interfaces (vifs) to split Eth and FC

= Two types of VIFs: veth and vfc
— Veth for Ethernet and FCoE; vfc for FC traffic

= Each EthX/Y/Z or Po interface typically has multiple vifs attached to it to carry
traffic to and from a server

= To find all vifs associated with a EthX/Y/Z or Po interface, do this:

UCS-TME-LAB-A(nxos)# sh vifs interface port-channel 1282

Interface MAX-VIFS VIFS

Veth2046, Veth2047, Veth2048, Veth10244,
UCS-TME-LAB-A(nxos)# []

Cisco (('Vf:/
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RS NS

ind VIFs:

run

input p

output
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Fault Summary

S \'4 A H

z (-] 4 59

Equiprnent SEr‘\"EVSIL.G\N San | v || Admin

Filter: All -

=l s SErVErS

=== Service Profiles
Cs, Fook
ES¥iS-LocalBoot (testing wSphere 5)
Sub-Crganizations
= &% PreProduction

+ _u:- Sub-Crganizations
cpaggen
ES!

+ ISCST whNICs
=+ wHEAS
= whICs
==l wMIC e0
—il Metwork backbone
=1 —ill wMIC 21

Metwork iSCSI-EZ
= _u:-_ Sub-Organizations
Ciscolive
+- == vSphere5-isCsI_Book
_n:-_ Sub-Crganizations

= Service Profile Templates

= -:u_ rook

+ _.,:.,_ Sub-Organizations
Policies

rook
Adapter Folicies
EIOS Defaults
EBIOS Policies
EBook Policies
Host Firrmware Packages
IPMI Access Profiles
Local Disk Config Policies
Mainkenance Policies

R e S e s

@4 Logged in as cpaggen@10.48.58,84

@

= e SErVErS

Mew

General || Storage | Metwork

W DPptions

Service Profiles 5l

iISCSI wNICs

&) =) |, Filter | = Export | 5= Print

Mame

==l Path 1
—l Virtual Circuit 1060
=il virtual Circuit 1066
—l Virtual Circuit 1079
=il virtual Circuit 9258

==l Path 1
—l Virtual Circuit 1065
=il virtual Circuit 1075
—l Virtual Circuit 9257

2 10.48.58.84 - PulllY
H: w—F (1

h

Exit

rook .":". Sub-Crganizations _=:-_ Ccpaggen

Boot Crder || Wirtual Machines || Policies | Server Details | FSM VIFPathS]Faults Events

adapte... FEx Hos... FEX Metwo, .. FI Serve...
11 leftjz leftjz Bl1/1E
zfz right /2 right /2 AlLLT

.php

Wi

el

wHEAL BfPortChannel 77

=0

wHEAD AfPortChannel 66

e0

Service Profile iSCSI-WinZKSR2

FI Uplink
BfPortChannel 2
BfPortChannel 2

unpinned

afPortChannel 1
unpinned

Lim. ..

Up
Up
Up

Up
Up

Sta...
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UCS 6248 Hardware Diagram

nnnnnnnn

PCle x8

PCle x4 PClé x4
v L0
- ——
1

Xconl Mgmt

41188418 1081118 11081818~

e LUERERY BRRRRNNY TRRRRELL =

Xcon2 |[Console
|

10 Gig

2

BRKCOM -2003

DO000000 00000000
© 2014 Cisco and/or its affiliates. All rights reserved.
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| ,Maximising-'th»e'"V,IF‘_C'O.'u'n_'ta?_'"?f‘..- &

Fabric Interconnect VIF Ca|CU|"ati0_n.A o

= Every 8 10GbE ports (on FI) are controlled by the same Unified Port ASIC
= Connect fabric links from IOM to the FI to the same UPC

= Virtual Interface (VIF) namespace varies depending on number and how the fabric links are
connected to the FI ports.
— Connecting to the same UPC (a set of eight ports), Cisco UCS Manager maximises the number of
VIFs used In service profiles deployed on the servers.

— If uplink connections are distributed across UPC, the VIF count is decreased. For examﬁle, if you
connect seven (IOM) fabric links to (Fllz)ports 1-7, but the eighth fabric link to FI port 9, the number

of available VIFs is based on 1 link — IOM port 8 to Fl port 9.

Cisco ((Vf;/
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UCS FI and IOI\/I Connectlwty

Fabrlc Interconnect VIF Calculatlon Cont d

2208 XP 7 3 ° 2208 XP 2208 XP - 2208 XP
= Recommended = Not recommended
. p]/lazéimise number of available VIFs to the = Minimal number of VIEs to the host
0S

Cisco (( l/&
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| Reco_’mmén ded Topol ogyfo'r ';E'Up'str,ea'mi ‘_C-_:-an ‘eCt-.-i Vi ty

Access/Aggregation Layer

' Forwarding Layer 2 links

Fabric Interconnect A @@ Fabric Interconnect B

Cisco (f'l/f:/ ;
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Layer 2 Disjoint To p0|ogy A

| = A VNIC can only participate in
Production Backup
VLAN 10-20 one L2 network upstream
c = == ) ) ..
=2 S| = Both dynamic and static pinning

methods are supported

Cisco (M’/
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Inter-Fabric Traffic Example

=\/NIC 0 on Fabric A
=\/NIC 1 on Fabric B

=\/M1 Pinned to VNICO

=\/M4 Pinned to VNIC1

*\VM1 on VLAN 10
*\V/M4 on VLAN 10

2 Switching

/
/FI-A
oM EHM

;

1L

/

T

\/NIC 0
N

ESXHOST 1

VNIC 1 VNIC 0

VM1 to VM4

1) Leaves Fabric A
2) L2 switched
upstream

3) Enters Fabric B

\%
ESX HOST 2 7] f

BRKCOM-2003

© 2014 Cisco and/or its affiliates. All rights reserved.
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0 Serles UCSM Integratlon

- Before UCSM 2.1 0r Wlthout VIC1225

.'Tm;ﬁa : faas
Nexus 2232 Nexus 2232

2 LOM ports Adapter support:

exclusive CIMC \Ell'% 2ol gy EmuF;ex CN?OI\O

connectivity CIMC CPU — Mem | Qlogic CNA _

Intel 10g NIC ~ Mgmt Traffic
C200M2, C210M2, [ OS or Hypervisor ] Broadcom 10g NIC Data Traffi
C220M3, C240M3, Cisco VIC ata Traffic
C250M2, C260M2 or H“ AR IR —iw T H , /
Siooms W ciscollVE,
BRKCOM-2003
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G Serles UCSM Integratlon

-Single Wire Manhagement: with VIC1225 and UCSM 2 1

Nexus 2232

| ssssmisssssizeasss
Nexus 2232

GE LOM
C260M2, C460M2 PCle Adapter
C220M3, C240M3 CIMC e —

C22M3, C24M3 all at CiCM
1.4(6) or higher
C200/C210/C250 NO

[ OS or Hypervisor ]

JI-l HE-
7§ﬂ_l_ll—ll_l 3

-

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public

Mgmt Traffic
Data Traffic
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‘UCSM 22 B] r’ec't"C;o'nné,Ct w|th {:V.IQlZiZS.'('n‘O FEX)..

C260M2, C460M2 PCie :\dapter
C220M3, C240M3 _ CIMC CPU — Mem ]
C22M3, C24M3 all at CiCM : —_—
1.4(6) or higher [ OS or Hypervisor ]
C200/C210/C250 NO b3 s ¥
T S, live!
Ciscoll l/&

BRKCOM-2003 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 87



Cisco (M’/

Wrapping Up
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= UCS is first and foremost a server, not a switch

= Gen 1 vs Gen 2 components
= 2208 and VIC 1280 allow port-channels

= VIC 1280 with 2208XP for maximum bandwidth
= End-host mode forwarding rules: dynamic pinning

= Preferred mode of operation should always be end-host mode
= Very much plug and play, scalability, L2 multipathing, fabric failover
= Switch mode: spanning-tree, practically no user configuration possible

= Operational consistency: C-series integration

Cisco (f'l/f;/
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2014 Polo Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

= Directly from your mobile device on the Cisco Live
Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located
throughout the venue

Polo Shirts can be collected in the World of Solutions
on Friday 21 March 12:00pm - 2:00pm

Learn online with Cisco Live!

Visit us online after the conference for full access
to session videos and presentations.
www.CiscoLiveAPAC.com
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