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Cisco Converged Access Deployment

Converged Access Architecture Overview
Diving into the "One Network™

BRKARC-2665 — Session Overview and Objectives

Come to this session to learn what Converged Access is — how it operates —
and the benefits it provides.

(

Attendees at this session will gain a greater understanding of the design and operation
of the exciting new Converged Access solution, be able to understand how it fits

Into the broader Cisco wired and wireless portfolio from both a product and a design
perspective, and recognise the relevant benefits for their own network environments.

In addition to introducing the terminology and platforms that make up the Cisco
Converged Access system, an in-depth review of the new Converged Access solution
IS provided, including coverage of client association, various roaming modes,

high availability, and Quality of Service capabillities.
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Cisco Converged Access Deployment

Converged Access Architecture Overview
Diving into the "One Network™

Your Instructor Today ... Dave Zacks

| am a Technical Solutions Architect, and have been with Cisco for 13+ years.

| work primarily with large, high-performance Enterprise network architectures,
designs, and systems. | have over 20 years of experience with designing,
implementing, and supporting highly available network systems and solutions
that have included many diverse network technologies and capabilities,

using multiple different topologies.

| maintain a CCIE certification in Routing and Switching
(ten years and counting!)

Dave Zacks
Technical Solutions Architect

dzacks@cisco.com
CCIE 8887
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Cisco Converged Access
What I'm Going to Cover ...

System Architecture

Roaming

cCorner
Stones ' , High Availability

Foundational Elements
for the Converged Access Solution
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Evolution — Towards One Policy, One Management, One Network

Converged Access — Platform Overviews
Wired and Wireless — Deployment Options
And a “double-click” deeper ...
Existing Wireless Deployment — Architecture Refresher
The Converged Access Deployment in Detail —
- Components of the Deployment — Terminology and Building Blocks
- Converged Access Deployment — Traffic Flows and Roaming
- Converged Access Deployment — High Availability
- Converged Access Deployment — Quality of Service

Summary
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Evolving User Workspace
Megatrends

IT Requirement

BYOD

Secure access
Customised experience
Guest access

Deliver an

Mobility Uncomprgmlsed
Seamless roaming User EXperlence on
Optimal client performance
Cloud access/VXI Any Workspace

Video

Multicast streaming
Video conferencing
Reliable performance

Cisco ("/6:/
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Wireless Standards
Past, Present, and Future

D Nice to Have \> Pervasive N y- Media Rich Applications >

10Gbps

Future

3.5 Gbps

¥ 802.11ac-1

802.11n 1 Gbps

450 Mbps

802.11g
802.11a, 802.11b 54 Mbps

11 Mbps

CLIENTS / BANDWIDTH

11Mbps =

Early 2000 2002 2004 2006 2008 2010 2012 2014
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Converged Access
Uncompromised User Experience in Any Workspace

One Network

One Management

One Policy

Unified Access
Cisco ["/f/
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One Network, with Converged Access
A New Deployment Option for Wired / Wireless

10S Based WLAN Controller New 5760

e Consistent 10S and ASIC as Catalyst 3850

Converged Access Mode

* Integrated wireless controller

_ Catalyst 3850

One:Policy One Management

ISE Prime



Cisco Converged Access Deployment

Converged Wired / Wireless Access
Benefits ... Overview
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Single Network wide Consistent Maximum Scale with
platform for visibility for security and resiliency with = distributed wired
wired and faster Quality of Service fast stateful and wireless
WIEESS troubleshooting control recovery data plane
Common IOS, same Wired and wireless Hierarchical bandwidth Layered network high 480G stack bandwidth;
administration point, traffic visible at management and availability design with 40G wireless / switch;

one release every hop distributed policy stateful switchover efficient multicast
enforcement

Unified Access - One Policy | One Management | One Network
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Cisco Converged Access Deployment

Converged Access Components
Complete Overview

One Policy One Management
with Identity Services Engine (ISE) with Cisco Prime 2.0

* BYOD policy management * Full wired and wireless management
* Device profiling and posture » User/device centric view
e Guest access portal * Intuitive troubleshooting workflows

Catalyst 3850 5760 Wireless Controller

* Industry’s first fully integrated wired and wireless switch * Consistent |0S with Catalyst 3850

« Wireless: 480G stack, 50 APs, 2K clients, 40G * 60G, 1K APs, 12K Clients, N+1 Redundancy
* Flexible NetFlow, Granular QoS * Flexible Netflow, Granular QOS

Best-in-Class Performance, Security, and Resiliency
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Cisco Converged Access Deployment

Catalyst 3850
Slngle Platform for Wired and Wireless
20+ Years of 10S Richness — Now on Wireless —

‘\ WIRELESS J: 4' : | e 1 § W1l  WiReD N

Features: =

Features
* Centralised deployment * Stacking, StackPower
 L2/L3 Fast Roaming

e Clean Air

* Advanced ldentity
* Visibility and Control

* \Video Stream * Flexible Netflow

e Radio Resource Benefits * Granular QoS
Management (RRM) . " - * High Availability
* Built on UADP — Cisco’s Innovative

* Wireless Security Flexparser ASIC technology * EEM, scripting
* Radio performance * Eliminates operational complexity * I0S-XE Modular OS
* 802.11ac Ready

* Single Operating System for wired and
wireless
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Catalyst 3850

Platform Overview

: Up to 50 APs/2000
Wireless CAPWAP e . i clients per stack, 480 Gbps

Termination and 406G per switch . Stacking Bandwidth

 YITITTITTITTITTTITIIrIIIT FRU Fans’ Power

Up to 2000 Clients Supplies - HA

per Stack
Fu” POE+ + W Stackpower
Granular QoS/Flexible \ [ 5 e Multi-Core CPU

NetFlow

40 Gbps Uplink
Bandwidth

. Line Rate on All Ports (Modular)

Built on Cisco’s Innovative “UADP”




Cisco Converged Access Deployment

Catalyst 3850

Wireless Capabilities

e CAPWAP termination and DTLS in Hardware

* 40G wireless capacity/switch

e Capacity increases with members

* 50 APs and 2000 clients/switch stack

* Wireless switch peer group support for faster

N

Best-in-Class
Wired Switch—
with Integrated

Wireless Mobility

roaming: latency sensitive applications

e Supports IPv4 and IPv6 client mobility

functionality
* APs must be directly connected to Catalyst 3850

Cisco {ll/a/
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Cisco Converged Access Deployment

WLC 5760

Platform Overview

' Up to 1000 First 10S-Based ---; Up to 12,000 Concurrent Clients

Wireless LAN Controller

Centralised, or ------

Converged Access i Access Points

(B o o e e

! pmmm 802.11
Deployment Modes : ' i Optimi?gd
J Cisco 5700 Series Wireles :
‘FJ\ ‘(f"’\u.h (; J,\ rj~
(' ‘(J’\ J.Ja JJ‘-"
6x 1/10G SFP+ ~==========- ' i e 60 Gbps Wireless Bandwidth

uplinks with LAG Granular QoS--------

FRU Fang --------------------<i 0 T FRU Power Supplies

Built on Cisco’s Innovative “UADP” ASIC
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One Network
Wireless Deployment Mode Options, Overview

One Policy, One Management,
One Network

Unified Access Wireless

Autonomous @l FlexConnect j@ Centralised Converged
(HIVEE Access
Cloud)

Unparalleled Deployment Flexibility

20 © 2013 Cisco and/or its affiliates. All rights reserved.
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One Network
Wireless Deployment Mode Options ... Detall

Autonomous FlexConnect Centralised Converged Access

Standalone APs Traffic Distributed at AP Traffic Centralised Traffic Distributed at Switch
at Controller

Target :
Arget Small Wireless Network Campus Branch and Campus
Positioning

Purchase Wireless only Wireless only Wireless only Wired and Wireless
Decision

« Simple and cost-effective * Highly scalable for « Simplified operations « Wired and Wireless

for small networks large number of with centralised control common operations
Benefits remote branches for Wireless * One Enforcement Point
* Simple wireless operations * Wireless Traffic visibility * One OS (10S)
with DC hosted controller at the controller « Traffic visibility at every network layer
» Performance optimised for 11ac
Ke * Limited RRM, * L2 roaming only « System throughput « Catalyst 3850 in the access layer
y no Rogue detection * WAN BW and latency

Considerations .
requirements



Cisco Converged Access Deployment

Converged Access Deployment
Use Cases

INTEGRATEDEZONTROLLEREDPTIONSH EXTERNALEMOBILITYEZZONTROLLERENEEDEDE

. . 7
B 1) i
ISE@ PrimeEI ISEM ,@ Primel ISEC ) '@ Primed
s = 5508@ra

7 WISM2@vithi
DMZpI =% SW@pgradel

orhew®H 76002

WANZ )

e,

AL | =3 Newl
Catalyst@ | Catalyst@
3850

Newf /
Catalyst@l
38508

=

@ % Access@

CO0000 Points?
LARGEECAMPUSEI

7 Catalyst3750

UPETOBORACCESSEPOINTSE UPETOR50RACCESSEPOINTSE UPETOE2,000RACCESSEPOINTSE
UPETOR2,000ECLIENTSE] UPETOREL6,000LIENTSE] UPETOEB64,000ECLIENTSE
ALLAWANBERVICESEAVAILABLER] VISIBILITY,ELONTROL,RESILIENCYR LARGESTAAYERBROAMINGEDOMAINSE

CapwapiTunnell Standard®Ethernet,INofTunnels? — GuestTunnelFromBwitch@RoEDMZontrollerk
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Cisco Converged Access
Network Requirements Driving Wireless Evolution ...

Increased scalability, Centralised policy application

We’ve Been Here Before... 2 -

Control plane functionality on NG Controller

Centralised tunnelling of user traffic to

controller (data plane and control plane) (also possible on upgraded 5508s, WiSM2s
_ - for brownfield deployments, or NG Converged
System-wide coordination for channel Access switches for small, branch deployments)

and power assignment, rogue detection,
security attacks, interference, roaming

Hotspot Cisco

deployments with _ _ Controller Converged

nomadic roaming Functionality Access
split with /
CAPWAP .

Cisco
Unified

Wi rele?’

Access Point

Standalone
Data plane functionality on NG Switches

(also possible on NG Controllers, for deployments
in which a centralised approach is preferred)

Autonomous . Unified_wired-_wirelessf experience
Mode ] (security, policy, services)
Frees up the AP to focus on real-time .
/ communication, policy application and * Common policy enforcement, Common
services for wired and wireless traffic

optimise RF & MAC functionality such as
CleanAir, ClientLink

(NetFlow, advanced QoS, and more ...)

e and Unified Experience

24 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Existing Unified Wireless Deployment today ...

Data Centre /
Service block

Architecture Constructs
CUWN Tunnel Types

INternet

Nt et

{ Mobility EolP Mobility Tunnel (<7.2) Well-known,
Group CAPWAP Option in 7.3 proven

architecture
Foreign WLC

“Guest” Anchor

A Inter-Controller (Guest Anchor)
EolP / CAPWAP Tunnel
A Inter-Controller
- EolP / CAPWAP Tunnel
Encrypted CAPWAP

(see Notes) Tunnels /\ AP-Controller CAPWAP Tunnel

ooo.%ooo ’/ ooo.%- M ..M : . 802.11 Control Session + Data Plane

LEGEND

 UDP ports used —
« 5246: Encrypted Control Traffic
« 5247: Data Traffic (non-Encrypted or DTLS Encrypted (configurable)

Al ey Notes —
ﬁ} ﬁ) ﬁ) ﬁ) « AP /WLC CAPWAP Tunnels are an IETF Standard
e

SSID - VLAN /
Mapping
(at controller) "'%"

N

* Inter-WLC Mobility Tunnels
oy | (g | [y ] [ u} ) * EoIP — IP Protocol 97 ... AireOS 7.3 introduces CAPWAP option
= B B (= =] =] « Used for inter-WLC L3 Roaming and Guest Anchor

o) o)
o — E
o o O]

ssip2 SSID1 ss|p3
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Existing Unified Wireless Deployment today ...

Architecture Constructs —
CUWN Control Functions

[OO00000|

MC
= Foreign WLC -
——— “Guest” Anchor

E
@
1

Mobility Agent
Terminates CAPWAP Tunnels,
Maintains Client Database

(el Mobility Controller
Handles Roaming, RRM, WIPS, etc.

LEGEND

Additional
details on
controller |

functiow
These will become important later

as we delve into the Converged Access deployment ...



Existing Unified Wireless Deployment today ...

Architecture Constructs
Point of Presence (PoP), Point of Attachment (PoA)

Point of Presence (PoP) vs.
PoP  PoA ™ Point of Attachment (PoA) —

* PoPis where the wireless user
IS seen to be within the wired
y portion of the network
7 * Anchors client IP address
» Used for security policy application

« POA is where the wireless user

. has roamed to while mobile
= * Moves with user AP connectivity
% « Used for user mobility and QoS

policy application

* Now, let’s see how mobility works
when a user roams in this deployment model ...

nﬂ}

=




Architecture Constructs
Layer 2 Roaming (Campus Deployment)

L
.
N
»

n}\\ :

=

Existing Unified Wireless Deployment today ...

Initially, the user’s PoP and PoA
are co-located on the same controller

Note — in this deployment model, it is assumed
that all of the controllers within the DC share
a common set of user VLANSs at Layer 2

Initially, the user’s traffic flow is as shown ...

Cisco((l/a/




Existing Unified Wireless Deployment today ...

Architecture Constructs
Layer 2 Roaming (Campus Deployment) Movell

entire Mobility

Context /

* Now, the user roams to an AP handled by
a different controller, within the same
Mobility Group ...

4 | « The user’s PoP and PoA both move to the
new controller handling that user after the
roam (possible since the controllers in this

A deployment model are all L2-adjacent within

oo the VLANS) ...

« After the roam, the user’s traffic flow
is as shown ...

Ty \

o))

Cisco[l'l/&/
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Architecture Constructs
Layer 3 Roaming (Campus Deployment)

Layer 3
Mobility
Group

Existing Unified Wireless Deployment today ...

Initially, the user’s PoP and PoA
are co-located on the same controller

Note — in this deployment model, it is assumed
that all of the controllers across the Campus
do not share a common set of user VLANSs

at Layer 2 ...

(i.e. the controllers are all L3-separated)

Initially, the user’s traffic flow is as shown ...

Cisco((l/a/




Architecture Constructs
Layer 3 Roaming (Campus Deployment)

Layer 3
Mobility
Group

Existing Unified Wireless Deployment today ...

Symmetric
Mobility
Tunnelling

Now, the user roams to an AP handled by
a different controller, within the same
Mobility Group ...

The user’s PoA moves to the new controller
handling that user after the roam — but the
user’s PoP stays fixed on the original
controller that the user associated to

This is done to ensure that the user retains
the same IP address across an L3 boundary
roam — and also to ensure continuity of policy
application during roaming

After the roam, the user’s
traffic flow is as shown ...

Cisco((l/f/




Existing Unified Wireless Deployment today ...

Architecture Constructs
Roaming with Mobility Anchors

Guest Anchors

Now, let’s examine roaming
with Mobility Anchor use ...

When using Mobility Anchors, the user’s PoP
is always located at the Mobility Anchor
controller ... while the user’s POA moves

m\‘ ,\Lﬁaﬁ-f as the user roams ...
o ) con ) S - Again, this is done to ensure that the user retains
WisM-2 & WiSM-2 the same IP address across an L3 boundary
y roam — and also to ensure continuity of policy
: application during roaming
 Before the roam, the user’s traffic flow
! is as shown ... (tunnelling of user traffic
= back to the Mobility Anchor —

guest traffic assumed) Cisco ( (V&/

B



Existing Unified Wireless Deployment today ...

Architecture Constructs
Roaming with Mobility Anchors

Guest Anchors

—
S VC f‘MT

-

* Now, let’s examine roaming
with Mobility Anchor use ...

« After the roam, the user’s PoA moves to the
new controller that handles the AP the user

> " has roamed onto ... however, the user’s PoP
_ ~ " Layer 3 remains fixed at the Mobility Anchor controller ...
C0% PoA o Q00000 | ¢ - Mobility . y .
g ey , S After the roam, the user’s traffic flow
WiSM-2 WiSM-2 IS as shown ...

(tunnelling of user traffic back to the
Mobility Anchor — guest traffic assumed)

)

Cisco {ﬂ/&/

g
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Existing Unified Wireless Deployment today ...

Unified Wireless

Separate

" policies and
TrafﬁC FlOW services for wired
_ and wireless
WiSM2s / WW
5508s r:;@ users
JPoA
Traffic Flows,
Unified Wireless —
Wireless policies * In this example, a VoIP user is on
implemented } today’s CUWN network, and is

on controller | = making a call from a wireless
/ handset to a wired handset ...

 We can see that all of the user’s
traffic needs to be hairpinned
back through the centralised
controller, in both directions ...

The same
traffic paths are
incurred for voice,

video, data, etc. — In this example, a total of 9 hops
all centralised are incurred for each direction
of the traffic path (including the

: — ' controllers — Layer 3 roaming
Wired policies ;I \ might add more hops) ...

57 Cisco((l/f:/
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Cisco Converged Access Deployment

Converged Access
Deployment Overview

- =
Mobility Domain ) 1se CO)p
7 OOOOOO/W v '

Mobility Group — ' (
0
200000 Mo

N

Sub-Domain Sub-Domain

Cisco[(‘/f/
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Cisco Converged Access Deployment

Converged Access
Components — Physical vs. Logical Entities

QPhysicaI Entities ;
* Mobility Agent (MA) — Terminates CAPWAP tunnel from AP
* Mobility Controller (MC) — Manages mobility within and across Sub-Domains

* Mobility Oracle (MO) — Superset of MC,
allows for Scalable Mobility Management within a Domain

qLogicaI Entities —;

 Mobility Groups — Grouping of Mobility Controllers (MCs)
to enable Fast Roaming, Radio Frequency Management, etc.

* Mobility Domain — Grouping of MCs to support seamless roaming
« Switch Peer Group (SPG) — Localises traffic for roams within Distribution Block

MA, MC, Mobility Group functionality all exist in today’s controllers (4400, 5500, WiSM2)

37  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

Converged Access
Physical Entities — Mobility Agents (MAS)

p {MobtyGroup . \ ﬁ
BT!L_’

MA is the first level in the
hierarchy of MA/ MC / MO

One MA per Catalyst 3850 Stack

Maintains Client DB
of locally served clients

Interfaces to the Mobility Controller (MC)

\
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Cisco Converged Access Deployment

Converged Access
Physical Entities — Mobility Controllers (MCs)

| Mobility Group H’| @ISE Pl

r

Mandatory element in design
Can be hosted on a MA (smaller deployments)

Manages mobility-related state of the
downstream MAs

Maintains Client DB within a Sub-Domain
(1 x MC = One Sub-Domain)

Handles RF functions (including RRM)

Multiple MCs can be grouped together
in a Mobility Group for scalability

\ Supported platforms are Catalyst 3850,
WiSM2, 5508, and 5760

39  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

Converged Access
Physical Entities — Catalyst 3850 Switch Stack

.. X - a0 .

tmi%mmm ~ G~ Best-in-Class

VYUSYY YYVSYY VYUY Y VYSSEY Wired Switch —
. c— with Integrated

7 o [y BT ST WP T u Wireless Mobility

functionality

m - Can act as a Mobility Agent (MA)
for terminating CAPWAP tunnels for locally connected APs ...

- as well as a Mobility Controller (MC)
for other Mobility Agent (MA) switches, in small deployments

- MA/MC functionality works on a Stack of Catalyst 3850 Switches
- MA/MC functionality runs on Stack Master
- Stack Standby synchronises some information (useful for intra-stack HA)

40 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

Converged Access
Logical Entities — Switch Peer Groups

SPGs are a logical construct, not a physical one ...

Sub-Domain 1
SPG-B SPGs can be formed across Layer 2 or Layer 3 boundaries
SPGs are designed to constrain roaming traffic to a
Lt L - smaller area, and optimise roaming capabilities and
SPG-A Q0000’2 performance
,~; %-ooo Current thinking on best practices dictates that
SPGs will likely be built around buildings,

around floors within a building, or other
areas that users are likely to roam most within

Roamed traffic within an SPG moves directly
between the MAs in that SPG (CAPWAP full mesh)

Roamed traffic between SPGs moves
via the MC(s) servicing those SPGs

Made up of multiple Catalyst 3850
switches as Mobility Agents (MAS),
plus an MC (on controller as shown)

Handles roaming across SPG (L2 / L3)

Hierarchical
architecture
IS optimised for
scalability and
roaming

MAs within an SPG are fully-meshed
(auto-created at SPG formation)

Fast Roaming within an SPG

Multiple SPGs under the control
of a single MC form a Sub-Domain

41  © 2013 Cisco and/or its affiliates. All rights reserved.

VISCOG v Uy




Cisco Converged Access Deployment

Converged Access
Logical Entities — Switch Peer Groups and Mobility Group

g Sub-Domain 1 Sub-Domain 3
SPG-B SPG-E
=—"y—="13 | F)E)
T oo | L fase oo VIS 9 000 | 4 S w000

SPG-A SPG-F

VA

TR 000

VNN

TR 8000

Mobility
Group

Made up of multiple Catalyst 3850 Made up of Multiple
switches as Mobility Agents (MAS), Mobility Controllers (MCs)
plus an MC (on controller as shown)

N alnYe _C
- W
ellelies leeuily eoross SPE Lo o RF Management (RRM, handled by RF
MAs within an SPG are fully-meshed SPG-D Group), Key Distribution for Fast Roaming

(auto-created at SPG formation) One Mobility Controller (MC) manages
Fast Roaming within an SPG : RRM for the entire RF Group
Sub-Domain 2

Multiple SPGs under the control Fast Roams are limited to
of a single MC form a Sub-Domain Mobility Group member MCs

42  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cisco Converged Access Deployment

Converged Access

Scalablility Considerations
As with any solution — there are scalability constraints to be aware of ...

« These are summarised below, for quick reference

* Full details on scalability — for both CUWN as well as Converged Access deployments —
is located in the Reference section at the end of this slide deck

Scalability 3850 as MC 5760 5508 WiSM2

Max number of MCs in a Mobility Domain 72 72 72

Max number of MCs in a Mobility Group 24 24 24
Max number of MAs in a Sub-domain (per MC) 350 350 350

Max number of SPGs in a 24 24 24

Mobility Sub-Domain (per MC)

Max number of MASs in a SPG 64 64 64
Max number of WLANS 512 512 512
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Cisco Converged Access Deployment

Converged Access
Physical Entities — Mobility Oracle (MO)

Mobility Group

Top level in the MA/MC / MO
Hierarchy — Optional

Further enhances scalability and performance
by coordinating Inter-MC roams

(removes need for N2 communications between
MCs, improves client join performance)

Maintains database of clients across
multiple Mobility Controllers (MCs)

Can be a Software-Upgraded
WiSM2, 5508 or 5760 Controller
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The Converged Access Deployment in Detail —

- Components of the Deployment — Terminology and Building Blocks
- Converged Access Deployment — Traffic Flows and Roaming

- Converged Access Deployment — High Availability
- Converged Access Deployment — Quality of Service

Summary
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Converged Access
Roaming — Point of Presence (PoP), Point of Attachment (PoA)

46
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Cisco Public

If users
associate and
remain stationary,
this is their
traffic flow

Cisco Converged Access Deployment

Point of Presence (PoP) vs.
Point of Attachment (PoA) —

* PoPis wherethe wireless user
IS seen to be within the wired
portion of the network

« PoOA is where the wireless user
has roamed to while mobile

e Before auser roams, PoP and
PoA are in the same place

Note — for the purposes of illustrating
roaming, we are showing the purple
connections herein that indicate the
connections between the MAs and their
corresponding MC for the Switch Peer
Group (or Groups) involved on each slide ...
notice that, in this example, the traffic
does NOT flow through the MC ...




Cisco Converged Access Deployment

Converged Access
Traffic Flow and Roaming — Branch, Single Catalyst 3850 Stack

Notice how the 3850 switch stack

shown is an MC (as well as an MA) —

in a branch such as this with 50 APs @
or less, no discrete controller is @
necessarily required ...

) Roaming
across Stack
&ﬁm{ﬂ: (small branch) .
control and 3850 . /
data path Switch Roaming, -
PoP £ Single Catalyst 3850 Switch Stack —
PoAJee]

* In this example, the user roams within their 3850-based switch stack —
for a small Branch site, this may be the only type of roam

Roaming within a stack does not change the user’s PoP or PoA —
since the stack implements a single MA (redundant within the stack),
and thus a user that roams to another AP serviced by the same stack
does not cause a PoOA move (PoA stays local to the stack)

'B®
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Converged Access
Traffic Flow and Roaming — Branch, L2 / L3 Roam (within SPG)

48

Stateful Policy
Application ...

uRPF, Symmetrical
Routing, NetFlow,

© 2013 Cisco and/or its affiliates. All rights reserved.

Again, notice how the 3850 switch stack on the

Cisco Converged Access Deployment

Roaming
across Stacks

i N ] (larger branch)
Roaming, Within a Switch /
Peer Group (Branch) - _

Now, let’'s examine a roam at a larger branch, with multiple
3850-based switch stacks joined together via a distribution layer

In this example, the larger Branch site consists of a single
Switch Peer Group — and the user roams within that SPG —
again, at a larger Branch such as this, this may be

the only type of roam

The user may or may not have roamed across an L3
boundary (depends on wired setup) — however, users are
always* taken back to their PoP for policy application

* Adjustable via setting,
may be useful for L2 roams
(detailed on slides in

left is an MC (as well as an MA) in this picture — following section of
in a larger branch such as this with 50 APs this slide deck)
or less, no discrete controller is necessarily required ...

Cisco Public
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L09-3850s-3# show wireless client summary
CO nverg ed A Number of Local Clients : 1

Traﬁlc FlOW anc MAC Address AP Name WLAN State Protocol
q00le.65b7.7d1 9-AP1142-T> 2 UP 11n(5)

1.09-3850s-3# show wcdb database all
Total Number of Wireless Clients =1
Local Clients =1

Mac Address VlanId IP Address Src If Auth Mob

q00%e. 65b7.7d1a ¥320030.101.203. 1> 0%009350C0000000E_RUN

1L.09-3850s-3# show wireless client mac 00le.65b7.7dla detail

Client MAC Address : 00le.65b7.7dla
Mobility State : Local

10.101.3.109

) Cisco ( (Vf I/

49  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public

A



Cisco Converged Access Deployment

CO nverg ed A L09-3850s-34# show capwap summary
Trafflc FlOW anc Name APName Type PhyPortIf Mode McastIf

Cal - mob - unicast -

Ca2 — mob - unicast -

q ca5) CT09-aP1142-T> data Gil/0/7 multicast Ca4

Name SrcIP SrcPort DestIP DstPort DtlsEn MTU

Cal 10.101.3.109 16667 10.101.1.109 16667 No 1464

Caz2 10.101.3.109 16667 10.101.2.109 16667 No 1464

Cab 10.101.3.109 5247 0.101.3.98 31901 No 1449

L09-3850s-3# show ip dhcp snooping binding
MacAddress IpAddress Lease(sec) Type VLAN Interface

(00:1E:65:b7:7d: 13 x10.101.203.T> 10617 dhcp-snooping 2003 Capwap5 O

L09-3850s-3# show mac address dynamic | inc Ca
10.101.3.109 @ 2003 > 00le.65b7.7dla DYNAMIC Ca5s

olive!

50 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cisco Converged Access Deployment

L09-3850-1# show wireless client summary

MAC Address AP Name WLAN State Protocol IF)(;)

00Te . 65b7. 7d1axg600-1 2 up 11n(5)

1.09-3850-1# show wcdb database all
Total Number of Wireless Clients =1
Foreign Clients =1

Mac Address VlanId IP Address Src If Auth Mob

10.101.3.109

) Cisco ( (Vf I/
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Converged Access

Cisco Converged Access Deployment

Traffic Flow and Roaming — Branch, L2 / L3 Roam (within SPG)

1.09-3850-1# show wireless client mac 00le.65b7.7dla detail

Client MAC Address : 00le.65b7.7dla
Mobility State
Mobility Anchor IP Address 10.101.3.100>

L09-3850-1# show mac address dynamic | inc Ca

1:4095> 00le.65b7.7dla DYNAMIC

Ca5

11421

52 © 2013 Cisco and/or its affiliates. All rights reserved.

L09-3850-1# show capwap summary
Name APName Type PhyPortIf Mode McastIf
dca3 ) data Gil/0/9 multicast Cal

Name SrcIP SrcPort DestIP DstPort DtlsEn MTU

Ca3 10.101.1.109 5247 <:I§2101.1;§§:>16370 No 1449
10.101.3.109

Cisco ( { Vf ’

Cisco Public



Convg
Traffic

L09-3850s-3# show wireless client summary
Number of Local Clients : 1

MAC Address AP Name WLAN State Protocol
Ole.65b7.7dI&S10.101.1.109 > 2  up

Cisco Converged Access Deployment

1L.09-3850s-3# show wcdb database all

Mac Address VlanId IP Address Src If Auth Mob

001e.65b7.7d1a> 2003C10.101.203.1> 0x00B72D4000000002 RUN

1.09-3850s-3# show wireless client mac 00le.65b7.7dla detail

Client MAC Address : 00le.65b7.7dla
Mobility State : Anchor
Mobility Foreign IP Address <:i§}101.1.1§§:>

C 10.101.1.109 rm
PoA -a4aF"

53

10.101.3.109

Ca3 Cas
3600-1 -
"'.-._‘3‘-- 1142-1
o 4

© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cisco Converged Access Deployment

CO nver L09-3850s-3# show ip dhcp snooping binding
g MacAddress IpAddress Lease(sec) Type VLAN Interface

TraﬁlC FlOV\'O‘O’:lEzss:m:?dMlm.zo:a.) 10720 dhcp-snooping 2003

Name APName Type PhyPortIf Mode McastIf
> - @& - fence -
Name SrcIP SrcPort DestIP DstPort DtlsEn MTU

cal (IUT0L3 0TS 16667 IO TOLII0T> 16667 No 1464

e

L09-3850s-3# show mac address dynamic | inc Ca
2003 ) 00le.65b7.7d1la DYNAMIC Cal

Overall observation —

This looks exactly the same as a Layer 3

Ca3 G5 inter-controller roam in CUWN ...
96001 — because it is exactly the same process —
) Just distributed, rather than centralised ...
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Converged Access

Traffic Flow and Roaming — Campus L2 / L3 Roam (within SPG)

Roaming

within an SPG \?timmg’ SPG (C
(L3 behaviour ithin an (Campus) -
and default L2 * Now, let’'s examine a few
behaviour) more types of user roams

* In this example, the user roams
within their Switch Peer Group —
since SPGs are typically

Note — the traffic in this most formed around floors or other

common type of roam did not have geographically-close areas,

to be transported back to, or via, this is the most likely and

the MC (controller) servicing
the Switch Peer Group — traffic most common type of roam

stayed local to the SPG only

(i.e. under the distribution layer The user may or may not have
in this example — not back roamed across an L3 boundary
through the core). (depends on wired setup) —

. - . . - *
This is an important consideration however, users are always

for Switch Peer Group, traffic flow, ~ taken back to their PoP
and Controller scalability. for policy application

Cisco [ﬂ/&/
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Cisco Converged Access Deployment

Converged Access
Traffic Flow

WisSM2s /
5508s / 5760s 4

Converged
policies and
services for wired
and wireless
users

Traffic Flows, Comparison
(Converged Access) —
* Now, our VolIP user is on a Cisco

Converged Access network, and is
again making a call from a wireless

Traffic .
doesine handset to a wired handset ...
flow 4 * We can see that all of the user’s
via MCs _More eff_|C|ent traffic is localised to their Peer
since traffic flows oo :
- Group, below the distribution
are localised to | ' both directi
the 3850 switch — ayer, in bo irections ...

Performance _
Increase In this example, a total of 1 hop

} IS incurred for each direction

of the traffic path (assuming

A 000 1000 0008000 no roaming) ... two additional

pp— e — hops may be incurred for routing ...

Wired and
wireless policies
implemented
on 3850 switch

Cisco ("/6:/
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Converged Access
Traffic Flow — with Intra-SPG Roam

i

5508s / 5760s

i

still does
not flow

via Mcy

More efficient
since traffic flows
are still localised

Cisco Converged Access Deployment

Converged
policies and
services for wired
and wireless
users

Traffic Flows, Comparison
(Converged Access) —

* Now, our VoIP user on the Cisco
Converged Access network roams,
while a call is in progress between
the wireless and wired handsets ...

« We can see that all of the user’s
traffic is still localised to their
Switch Peer Group, below the

to the SPG — distribution layer,

Performance &
Scalability

Wired and
wireless policies
implemented
on 3850 switch

© 2013 Cisco and. its affiliates. All rights reserved.

in both directions ...

In this example, a total of 3 hops
Is incurred for each direction

of the traffic path (assuming
intra-SPG roaming) ... two
additional hops may be

incurred for routing ...

Cisco ("/6:/



Converged Access

Traffic Flow and Roaming — Campus, L2 / L3 Roam (across Switch Peer Groups)

Roaming,
[ e =S f Across SPGs (Campus) —

* Now, let's examine a few
more types of user roams

_ ‘ * In this example, the user
Roaming roams across Switch Peer

across SPGs Groups — since SPGs are

(L3 separation ' typically formed around floors
assumed at or other geographically-close

access layer) areas, this type of roam

IS possible, but less likely

than roaming within an SPG

Typically, this type of roam

will take place across an L3
boundary (depends on wired
setup) — however, users are
always* taken back to their

PoP for policy application

Cisco ((pr/
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Converged Acce
Traffic Flow and Roar

10.125.11.14

1.09-5760-1# show wcdb database all

Total Number of Wireless Clients =1
MTE Clients =1
),
Mac Address VlanlId IP Address Src If Auth Mob

0x008FF88000000007 RUN

Cisco Converged Access Deployment

1.09-3850-1# show wcdb database all
Total Number of Wireless Clients =1
Anchor Clients =1

Mac Address VlanId IP Address Auth Mob

1.09-3850-6# show wcdb database all

Total Number of Wireless Clients =1
Foreign Clients =1
Mac Address VlianId IP Address Auth Mob




L09-5760-1# show mac address dynamic | inc

Cisco Converged Access Deployment

Converged Accef

4095 00le.65b7.7d1a> DYNAMIC Ca7

Traffic Flow and Roar] zos-5760-1# show capwap summary ch Peer Groups)
Name APName Type PhyPortIf Mode McastIf
Ca’7 - mob - unicast -

10.125.11.14

Ca7¢ 10.125.11.14716667 ¢ 10.101.6.109°16667 1464

7& G

L09-3850-1# show mac address dynamic | inc Ca

L09-3850s-6# show mac address dynamic | inc Ca

2001 <901e.65b7.7d1a> DYNAMIC Cal 4095 @e.GSb?.?dla DYNAMIC Ca3

1
L09-3850-1# show capwap summary L09-3850s-6# show capwap summary
Name APName Type PhyPortIf Mode McastIf Name APName Type PhyPortIf Mode McastIf
cal - s = anicast -  |PCa3) CT05-AP1045-THata Gi2/0/7 multicast Cal
Name SrcIP SrcPort DestIP DstPort MTU Name SrcIP SrcPort DestIP DstPort MTU
Ca1CT0 101110036667 <T0.125 11 1036667 1464 || |ca3  10.101.6.109 5247 10.101.6.97 65321 1449




Converged Access
Traffic Flow and Roaming — Campus, L2 / L3 Roam (across Switch Peer Groups)

| =
ﬁ 10.125.11.14 /

Cisco Converged Access Deployment

Overall view —
across the entire
Sub-Domain

controlled by

L09-5760-1# show wireless mobility controller client summary
Number of Clients : 5

State is the Sub-Domain state of the client.
* jndicates IP of the associated Sub-domain
Associated Time in hours:minutes:seconds

MAC Address

O00le.
b817.

74el

cc08.
ade67.

65b7.
c2f0.
.b65a.
e028.
06e2.

7dla
61b2
a8f3
6fdd
813d

Local
Local
Local
Local
Local

Anchor IP

Associated IP

Associated Time

00:
00:
00:
00:
00:

04
21

Sclole  Roamed client, Switch 1 to Switch 6 (inter-SPG)
:07 I Stationary client, Switch 7

03:
04:57 Stationary client, Switch 1
02:56‘.

the MC

Stationary client, Switch 3




Converged Access

Traffic Flow and Roaming — Campus, L2 / L3 Roam (across SPGs and MCs)

Roaming, Across
SPGs and MCs (Campus) —

* Now, let's examine a few
more types of user roams

Roaming

* In this example, the user roams

across across Switch Peer Groups and
Controllers Controllers — (within the same
(Iéi Ssuerggzjag(tm Mobility Group) ... again, this

type of roam is possible, but

access layer) less likely than intra-SPG

roaming
i Typically, this type of roam
0no &hno 000 R1000 will take place across an L3
: Forelgn : boundary (depends on wired
v r setup) — however, users are

always* taken back to their
= PoP for policy application

Cisco (l Vfr



Cisco Converged Access Deployment

Converged Access
Traffic Flow and Roaming — Guest / Mobility Anchor

Quick note —

Catalyst 3850 switches
can be used as MCs
(with appropriate licensing) —

however, they cannot be
used as the destination for
Guest Anchor tunnels
(Guest Anchors must be
discrete controllers)

%—\ @m 101.253.12
1 pop"" Guest Anchor

L09-5760-1# show wireless mobility controller client summary

MAC Address State Anchor IP Associated IP Associated Time

00le.65b7.7dla Foreign ¢20.101.253.12>10.101.3.109  00:00:37

* When using Guest / Mobility Anchors, all Guest traffic has it’'s PoP
set to the uplink of the Mobility Anchor controller — while the
YV 10.101.3.109 user’s PoA moves within the network as they roam

101011E5P0A E

Fore:l.gn i » This is always the case for user traffic that is anchored to another
- controller within the network — and always has been ... this is
inherent to how Mobility Anchors work ...

nﬂ}

« When anchored users roam, their PoP stays fixed at the Mobility
Anchor point (Guest Anchor controller in this diagram), while their
PoA moves in the network as the user moves

\z



Cisco Converged Access Deployment

Converged Access
Traffic Flow and Roaming — L2 Roam (adjustable via setting)

Roaming,
Within an SPG (Layer 2) —

L09-5760-1# show wireless mobility controller client summary

MAC Address State Anchor IP Associated IP  Now, let's examine a few
--------------------------------------------- more types of user roams
001e.65b7.7d1a 0.0.0.0 <ﬂ.101.1.102

- * In this example, the user roams
wlan UA-D3 4 UA-D3 Roaming within a Switch Peer Group ...

cllent_v]_.an 3000 ) across network '0-1# show wireless mobility controller client summary
no mobility anchor sticky

Move of ti -
security dotlx authenticat (L2 extension below

J H .
session-timeout 86400 users entl. " istribytion layer ~FeSS State Anchor IP Associated IP

no shutdown Mobility i, this example)

Context/ .65b7.7d1a 0.0.0.0 T0.101.3.10D

This type of L2 VLAN extension
below the distribution layer may
or may not be present in a given
Enterprise network deployment —
however, if this setup is present,

an available setting allows for

L2 roaming (move of both

PoP and PoA)

Policy moves
with user move —
follows PoP




Cisco Converged Access Deployment

Converged Access

Traffic Flow and Roaming — L2 Roam (impact of policy moves)
As Noted - s

« When auser roams in a L2 environment, an optional setting
allows for both the user’s PoA and PoP to move.

» The benefits that accrue to a PoP move for an L2 user roam are reduced end-to-end
latency for the user (less traffic hops), as well as a reduction of state held within the
network (as the user needs to be kept track of only at the roamed-to switch).

« The drawback to a PoP move for an L2 user roam are likely increased roam
times, as user policy may be retrieved from the AAA server, and applied at the
roamed-to switch. The combination of these two elements may introduce a
level of non-deterministic behaviour into the roam times if this option is used.

« Default Behaviour —

« L2 Roams Disabled — by default, all roams (whether across an L3 boundary or not) Wi':ho"cyrmrg"ss
carry the user’s traffic from their roamed-to switch (where the user’s PoA has moved to), lons pop

back to the original switch the user associated through (where the user’s PoP remains).
In this case, the user’s policy application point remains fixed, and roam times
are more deterministic.

* However, if desired, this behaviour can be modified via a setting to allow for an L2 roam —
assuming the network topology involved allows for the appropriate Layer 2 extension across the
network.

Cisco[(‘/f/
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Converged Access
Catalyst 3850-based MCs — Functionality

As we saw previously, we can also optionally use a Catalyst 3850 switch
as an MC + co-located MA for a Switch Peer Group ... let’'s explore this in more detail —

« Single Catalyst 3850 MC supported per Switch Peer Group ...
* which can have up to 16 x MAs (stacks) per 3850-based MC Guest Anchor

« Single Catalyst 3850 MC can handle up to 50 APs and 2,000 clients
total ... therefore, up to 50 APs and 2,000 clients
in a Catalyst 3850-based Switch Peer Group

* MC handles inter-SPG roaming,
RRM, Guest Access, etc.

* More scalable MC capability
can be provided by 5760 /
WiSM2

But what if
we want to scale
larger, without
implementing
5760 / WiSM2?

Is this possible?

Cisco ((V&/
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Cisco Converged Access Deployment

Converged Access

Catalyst 3850-based MCs — Scaling
Switch Peer Group / Mobility Group Scaling with Catalyst 3850 —

« Up to 8 x Catalyst 3850 MCs can be formed into a Mobility Group * Guest tunnelling is per MC —
- Up to 250 APs total and 16,000 clients supported (maximum) to Guest Anchor controller
across a Mobility Group made up solely of Catalyst 3850 switches Guest Anchor

MC MA
aly
> 7 Y

* Licensing is per MC — not pooled across MCs

e RRM, etc. is coordinated
across the MCs in the same
Mobility Group

Mobility Group -é'—l'fi_«—-wl =i

- Eﬁ Full mesh of MCs
across Mobility Group

ciscolive!
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Converged Access
Catalyst 3850-based MCs — Roaming

Cisco Converged Access Deployment

There are multiple roaming scenarios with Catalyst 3850-based MCs —

« These replicate the traffic flow expectations seen elsewhere with Converged Access

« Traffic within an SPG flows directly between MAs — traffic between SPGs flows via MCs

* Which, in this case, are Catalyst 3850 switches operating as MCs

» Catalyst 3850-based MC deployments are likely to be common in branches and even possibly smaller Campuses

Larger deployments are likely to use discrete controllers
(5760, 5508, WiSM2s) as MCs, for scalability and simplicity

Rather than detail every roaming case here, these are summarised below —
Full details are given in the Reference section at the end of this slide deck ...

Converged Access —
Catalyst 3850-based MCs — Roamil

Roammg within a Stack (3850 Switches as MCs
Initially, all clients in this example are on their initial, loca
* Now, a client roams — and we see his resulting traffic topolog
+ Roaming within a stack does not change the
user’s PoP or PoA - since the stack implements
a single MA (redundant within the stack),
and thus a user that roams to another
AP serviced by the same stack does
not cause a PoA move

Mobility Group

Converged Access —
Catalyst 3850-based MCs — Roamir

Roammg within a Switch Peer Group (3850 Switg
Now, the client roams to an AP serviced by another switch
* Let’s examine his resulting traffic topology
+ The user has moved between MAs (switch stacks) —
to maintain consistency of user connectivity (IP address)
and policy application, the user’s traffic is
transported to the MA that the user
associated with initially (i.e. the user's
PoA moved, but their PoP stayed static)

Mobility Group

&E
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Converged Access —
Catalyst 3850-based MCs — Roamir

Roammg across Switch Peer Groups (3850 Swit
Now, let’s examine a more complex roam where the user r|

+ In this example - the user roams to a separate SPG, onto th
serving as MC for that SPG

+ The user’s has moved between SPGs - so their traffic

needs to be transported back to their PoP,
which has remained static — and it does so

by transiting between the two MCs
servicing these two Switch Peer Groups
(MCs are fully meshed within the MG)

Mobility Group

Cisco Public

Converged Access —

Catalyst 3850-based MCs — Roaming, across SPGs & MCs
Roaming, across Switch Peer Groups and MCs (3850 Switches as MCs) —

* Now, lets’ examine the most complex type of roam — across SPGs and MCs / MAs

* Remember - these types of roams are likely to be a minority case
in most deployments

* The user has moved between MAs, MCs, and SPGs -
and their traffic takes the path shown since, again, their
PoP has remained static, while the PoA moved
as the user roamed (maintains user
|P address, maintains consistency of
policy application)

Guest Anchor

Roaming
between SPGs
and MCs

(geographically-
separated)

Mobility Group

o

Scalability —

Max of 8 x 3850 switches
as MCs, grouped into a
Mobility Group

250 APs total across all
3850 MCs

Max. 50 APs per 3850
stack / SPG




Converged Access

Catalyst 3850-based MCs — When to Use -

Considerations —

« Many larger designs (such as most Campuses) will likely utilise a discrete
controller, or group of controllers, as MCs. Combined with Catalyst 3850 switches
as MAs, this likely provides the most scalable design option for a larger network build.

« However, if using 3850 switches as MCs for smaller builds — and with the scaling
limits detailed on the previous slide in mind —we need to determine where to
best use this capability.

* Pros -

« CapEx cost savings — via the elimination of a discrete-controller-as-MC in
some designs (typically, smaller use cases and deployments) ... cost also
needs to take into consideration licensing on the Catalyst 3850 switches.

e Cons -

Roaming
« OpEx complexity — due to some additional complexity that comes into roaming situations details
when using multiple 3850 switch-based MCs (as detailed in the preceding slide). While provided on
not insurmountable, this does need to be factored in as part of the decision process. Reference
. slides
Conclusion —

In smaller designs (such as branches), the use of Catalyst 3850 switches as MCs is likely workable.

In mid-sized designs, this may also be workable, but does lead to some additional roaming considerations

(as detailed on the following slides). In large campus deployments, the use of controllers as MCs is ’ /
more likely, due to economies of scale. Cisco ll/f,
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Agenda BRKARC-2665 ... Converged Access Architecture Overview

Evolution — Towards One Policy, One Management, One Network

Converged Access — Platform Overviews
Wired and Wireless — Deployment Options
And a “double-click” deeper ...
Existing Wireless Deployment — Architecture Refresher
The Converged Access Deployment in Detail —

Components of the Deployment — Terminology and Building Blocks
Converged Access Deployment — Traffic Flows and Roaming
Converged Access Deployment — High Availability

Converged Access Deployment — Quality of Service

Summary
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High Availability

State Held within the Network — for Local Users and Roamed Users

Roamed and Local users,
Tunnel to Guest Anchor High Availability
Considerations —

« State for users is held within
the network (on MAs and MCs) —
in this case, we are using a
discrete controller (5760, 5508,
or WiSM2) as an MC

* In this example as shown,
we have two users — one local
(non-roaming), and the other
roamed across SPGs
(same MC) ...

roamed user’s client IP address
IS associated with the

IP address pool on the
right-hand switch in the
left-side SPG (where the

user originally associated) ...

* Note that in this case, the
000}

ﬂ))
ﬂ)}

Non-roamed user: Roamed user:
ClientIP —10.101.201.5 =y Client|lP —10.101.203.5
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High Availability

State Held within the Network — Local Users and Roamed Users ... MC View

Roamed and Local users,
Tunnel to Guest Anchor High Availability
Considerations —

« Here, we can see the state

of the network for the roamed

and non-roamed clients,

as reflected at the MC itself
MAC Address State Anchor IP Associated IP Associated Time (shows a snapshot of the
----------------------------------------------------------------------- traffic flows within the Mobility

Ole.65b7.7dla Foreign 10.101.3.109 10.101.6.109 :12: Sub-Domain the MC controls) ...

L09-5760-1# show wireless mobility controller client summary

Roamed user:
ClientIP —10.101.2035

Non-roamed user:
ClientIP —10.101.201.5

Cisco [ﬂ/&/
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High Availability

Cisco Converged Access Deployment

State Held within the Network — Local Users and Roamed Users ... MA Views

1.09-3850-1# show wcdb database all

Mac Address VlanId IP Address

00le.65b7.7dla 200 .101.201.

Roamed and Local users,
Auth Mob = High Availability

unnel to Guest Anchor

RUN Considerations —

Mac Address

= —— ‘

1L.09-3850-3# show wcdb database all

e And here, we see the state
of the network, as reflected
at the MAs involved ...

VlianId IP Address Auth Mob

Non-roamed user:
= ClientIP —10.101.201.5

73
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High Availability
MC Fallure — and the Effect on the MC's Sub-Domain and Anchor Connections

Roamed and Local users,

s Tunnel to Guest Anchor High Availability
Totally ¥ Considerations —
Down - - \\

*  Now, the MC fails (power down
in this case) ... let’'s examine
the effects ...

«  When the MC for a given Sub-
Domain goes down, all of the
tunnels serviced by that MC
go down — this includes all MA-MC
tunnels (purple tunnels as shown
on this diagram), as well as
any MC-Guest Anchor tunnel
(if present — grey tunnel as

— VA WA @} shown on this diagram)
= P
PoA #fo 0143‘{5"_) 020713059, Note that all of the tunnel
| connections between switches
within the SPGs themselves stay
up — as these are pre-formed at

SPG creation, and once up, do

Non-roamed user: Roamed user: not depend on the MC to stay up ...
y 4 ClientIP —10.101.201.5 Yy 4 ClientIP —10.101.203.5

A

0

—10:101.3.109

_—
-
@




Cisco Converged Access Deployment

High Availability

MC Failure — Effect on Local (Non-Roamed) Clients

Roamed and Local users,
High Availability
Considerations —

 For alocal (non-roamed) user,

the effect of an MC failure is
not that severe ...

L09-3850-1# show wcdb database all * The local user still continues

to operate, as their traffic flow
Mac Address VlianId IP Address Auth Mob is terminated locally at their
———————————————————————————————————————————— MA switch ...
00le.65b7.7dla 2001 10.101.201.5 RUN LOCAL

-—  However, the user may
be missing some services
(Guest Access, RRM, Fast
- Roaming, etc) for the duration
POA S . of the MC failure ... as these

l functions depend on the
MC servicing the SPG(s) ...

, = [POP‘
oco 000 | oo et |

—

— i
- ... and as well, inter-SPG

Non-roamed user: roaming
= ClentlP —10101.201.5 will be affected, as shown on the

'FI\III\\AI:“” C\I:I‘If\ﬁ
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High Availability

MC Failure — Effect on Previously-Roamed Clients

Roamed and Local users,

Tunnel to Guest Anchor High Availability
Considerations —

il « Hereis aclient who has roamed

09 350 3# sh db datab 11 from the 10.101.3.109 switch,
£097385073# show wedb database 2 to the 10.101.6.109 switch,

as shown ...

Mac Address VlianId IP Address Auth Mob

74el .b65a.a8£3 2003 10.101.203.5 RUN ANCHOR

1.09-3850-6# show wcdb database all

Previous
state of the

roamed
clieny : - - e e e
J =l VW 74el .b65a.a8f3 2006 10.101.203.5 RUN FOREIGN

«11 | Roamed user: . 1 /
g Client IP —10.101.203.5 Cisco { l VL’ ’
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High Availability

MC Failure — Effect on Previously-Roamed Clients

/ Roamed and Local users,
s Tunnel to Guest Anchor High Availability
N Considerations —

 For apreviously-roamed client,
the loss of the MC also results
in the roamed client “becoming
local” on their roamed-to switch,
as shown ...

1.09-3850-6# show wcdb database all

74el.b65a.a8£3 2006 ¢ 10.101.206.T7> RUN(LOCAL)

- 000711000 000711000
P PoA o= B - J

10.101.6.109
Client

= re-auths,
C] re-DHCPs,

« | No. 1) user: . g /
i a8 ciscollVE,

W — " ‘

—
00031000 | 000 13000 | SMl000 ST |

' 10.101.3.109

|

A
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Cisco Converged Access Deployment

High Availability
MC Failure — Effect on Intra-SPG Client Roams after MC Down

Roamed and Local users,
High Availability
Considerations —

 Roaming within the SPG still
works, even with the MC down ...
since all of the connection between

the MA switches within the same
1L.09-3850-1# show wcdb database all SPG are pre-built at SPG
formation, and traffic flows
between switches in the same
SPG do not depend on the MC ...

Mac Address VlianId IP Address Auth Mob

1.09-3850-3# show wcdb database all

its
Mac Address VlanId IP Address Auth Mob 28

00le.65b7.7d1la 2003 10.101.201.5 RUN C FOREIGN
T VIR TUT TTCVV CITCTItS

throughout the SPG ...

Non-roamed user: Roamed user (within SPG): [ ¢ /
= ClientIP —10.101.201.5 ClientlIP —10.101.201.5 CI sSCO l Vc ’
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. . Lo Cisco Converged Access Deployment
High Availability
MC Fallure — Effect on Inter-SPG Client Roams after MC Down

Roamed and Local users,
High Availability
Considerations —

« Roaming between SPGs will
result in a “hard roam” (re-auth,
re-DHCP, change of client IP
address, known as “becoming

local”’) with the MC down ...

L.09-3850-1# show wecdb database all
since connection between the

Mac Address VlianId IP Address Auth Mob

00le.65b7.7dla 2001 10.101.201.5 RUN LOCAL

1.09-3850-6# show wcdb database all

Mac Address VlianId IP Address Auth Mob

00le.65b7.7dla 2006 10.101.206.23 > RUN

, Client
re-auths,
re-DHCPs, |

«1} | Non-roamed user: RC pecomes ‘tween SPGs): [ ¢ /
= ClentIP —10.101.201.5 Clie. |oca¢1.206.23 Cisco l Vc ’
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Cisco Converged Access Deployment

High Availability
MC Redundancy with 1:1 AireOS 7.3 HA — 5508 and WiSM2

Roamed and Local users,

Active MC goes v : : ¥
dowlr\ll in 1:19HA B A:/tlce > JOIHZ05T. Tunnel to Guest Anchor ngh Avallablllty
Standby HA MC Down W g Considerations —

: UHAMC : :
Active A no impact following a HA MC

; A A0 £ ,
5508 or WiSM-2 . ['v e
now becoy e G S — « Local users on their MAs have
Active ~ failover event
APs stay up ‘ | « Intra-SPG roamed users also
and running N have no impact following the
" MC HA failover

« All previously-roamed clients
(inter-SPG) will resultin a
“hard roam” after MC failover
(re-auth, re-DHCP, change of
client IP address, known as

-

g
-

-
A A

PoPJ £ PoP

P P ; 7] . ”
10.101.1.109 z.‘,ro?e, CPoA ™S [Pko'A becoming local”)
"/ 1T « Any new intra-SPG or inter-SPG
roaming happening after MC HA
= = = (| o1 SPG (No impact failover from local MA clients will
2 — to existing be handled normally
Non gﬁg.ihaiéiﬁ%r o :gaamuteﬁsc“e”t user (between SPGs).
g Clientar dAD I 1ol ~10.101.2015

80 becomes local) MAs)



Cisco Converged Access Deployment

High Availability
MC Redundancy with 1:1 AireOS 7.3 HA — 5508 and WiSM2

All Existing AireOS ‘7.3 HA' features Maintained —

« Box-to-Box High Availability = 1:1

« One WLC in Active state and Second WLC in Hot Standby State —
Standby monitors the health of the Active WLC

« Configuration on Active is synched to Standby WLC via Redundant Port

« Both the WLCs share the same set of configurations,
Including the IP address of the Management Interface

AP SSO - APs CAPWAP state (only APs which are in RUN state) is also synched ...
this state is retained for APs hosted directly by the WLC 5508 or WiSM-2

« APs do not go in Discovery state when Active WLC fails

« Downtime between failover reduced to 5 - 996 msec
In case of Box failover and up to 3 seconds in case of Network Issues

« 1:1 HA Licensing Model — Supported on WLC 5500 and WiSM-2 ONLY




Cisco Converged Access Deployment

High Availability
HA Connectivity on WLC 5508

Souitworis -

« 5508 WLC have dedicated Redundancy
Port which is used to synchronise the

configuration from the Active to the
Standby WLC RP 1

Hot Standby Controller

[ﬁ X Cisco 5500 Series Wheioss Controler

WLC 5500
Active Controller

Cisco 5500 Series Whreioss Controler

v

- Keepalives are sent on RP port from
Standby to Active WLC every 100 msec
(default timer) to check the health of
the Active WLC RP2

ol 50

- ICMP packets are also sent
every one second from each WLC
to check reachability to gateway
using the Redundant Management
interface

BRKARC-2665 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

High Availability
HA Connectivity on WiSM2, Multi-Chassis

Multi Chassis Connectivity
WISM2 configurationon Caték

wism service-vlan 192 (service port Vlan)

- When using WiSM-2s, HA can be deployed i e & o koo b 54 Sogdua v
In single chassis OR can also be deployed
between multiple chassis using VSS Active Controlier HotStand-by Controller
+ WiSM-2 has a dedicated Redundancy VLAN o — - — MR,
which is used to sync the configuration 5 » e —

from the Active to the Standby WLC - | B

« Aredundancy VLAN should be a non-routable
VLAN, meaning a Layer 3 interface should not be
created for this VLAN

- Keepalives are sent on the Redundancy VLAN ...
in this case VLAN 169

« Using this VLAN, keepalives are sent from
the Standby to the Active WLC every 100 msec
(default timer) to check the Active WLC’s health

Slot 8: Active WiSM-2
Slot 9: Hot Standby WiSM-2
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Cisco Converged Access Deployment

High Availability
Catalyst 3850-based MCs — Fault Tolerance in Stack
( ) Examining state within the stack (for MC) —

Let’s now examine the state maintained by the
MC within a stack, and see what
redundancy we provide for this ...

Cisco {"/6:/



Cisco Converged Access Deployment

High Availability
Catalyst 3850-based MCs — Tunnel SSO

£ AP
/ MA/MC D Guest

/ (S iC2MA
/ (N (nter-MC
(S sPG Tunnel State is synced

between Active and
Standby Member in stack

] | AP
) Guest

(

ﬁ | ) MC2MA
( ) Inter-MC
(0

| SPG

Tunnel States are inactive
on Standby Member

Cisco((l/a/
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High Availability

Catalyst 3850-based MCs — Fault Tolerance in Stack

Activie MC goes
laaal) N stack —
andby NV ust

“aw become

So what are \GlE Guest Anchor
the impacts to \Y/[@ MA
local users, and ,s

to roamed

users?

\/ X = 2] (Roamed Client "
re-auths,
(Local Cllent (No impact re-DHCPs, ‘are (No impact to existing : (th
re-auths, re-DHCPs) to existing = becomes local) clients on MAs) CISCO ’

86 ©2 clients on MAs)



High Availability

Catalyst 3850-based MCs — Fault Tolerance across Stacks
Switch Peer Group Fault Tolerance with Catalyst 3850 —

« If an Catalyst 3850-based stack, operating as an MC,
completely goes down in a Switch Peer Group —

 Roaming within a Switch Peer Group still works seamlessly
MC MA
 Roaming between Switch Peer Groups does not work (re-DHCP) — =

« PMKs (via PKC) will not be distributed 000000
if the MC is down — so no Fast Roaming
for new clients until the MC is restored

Guest Anchor

{ Mobility Group

| X |
oams,  CISCO { ( VL”./

re-DHCPs, becomes local)

(Client roams
Seamlessly) y _4
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High Availability

Catalyst 3850-based MCs — Fault Tolerance across Stacks
Switch Peer Group Fault Tolerance with Catalyst 3850 —

« If an Catalyst 3850-based MC is completely down
in a Switch Peer Group —

 When the MC is down, RRM, Guest Access, Guest Anr
(guest tunnelling) and other MC-based S
functions do not operate within the

affected Switch Peer Group — other
Switch Peer Groups are
unaffected, however

{ Mobility Group

totally
down

O

(Scléissts down) (Scucizts up) CiSCO {l Vc’
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CISCO Cisco [fV&/

Agenda BRKARC-2665 ... Converged Access Architecture Overview

Evolution — Towards One Policy, One Management, One Network

Converged Access — Platform Overviews

Wired and Wireless — Deployment Options
And a “double-click” deeper ...

Existing Wireless Deployment — Architecture Refresher

The Converged Access Deployment in Detail —

- Components of the Deployment — Terminology and Building Blocks

- Converged Access Deployment — Traffic Flows and Roaming

- Converged Access Deployment — High Availability

- Converged Access Deployment — Quality of Service

Summary
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What i1s QoS Made of?

Marking/Mutation
Shaping/Policing

Bandwidth Allocation

Policing c'j'iscards traffic which exceeds policed rate

/ Cisco ((V&/

90 © 2013 Cisco and/or its affiliates. All rights reserved.
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What i1s QoS Made of?

Classification
Marking/Mutation

91 (© 2013 Cisco a
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Existing Unified Wireless Deployment today ...

CUWN Architecture
Overview — Challenges of QoS
Current Mobility Architecture

E’
4

5508/WiSM2

/Challenges - \

/ Overlay model with multiple points of policy
application*
Limited visibility into applications
l? —- fr g
%ﬁ/ == , Lack of granular classification

/ | capwap \Softwa re based QoS /
Tunnels
WSS e TSI Coo > B
= - ‘-‘Ef: - “';é‘:
E

B &

92  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public . Marking . Policing

* Overlay model applies to CUWN local
mode and FlexConnect centralised mode

Ciscell'l/f/



.
Existing QoS Deployments

How We Overlay QoS Policies Today

Current QoS Architecture SCDARR

policies and

' services for wired
)8/WiSM2 -
N BLOCK 08/ i

Wireless
Distributed policies
Management implemented

on controller
pushed to AP

Configuration
and Deployment

Wired policies
implemented
on switch

® Marking @ Policing
® Queuing
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:
QoS — What’s New with Converged Access

Wired (Cat 3850) Wireless(Cat 3850 & CT 5760)

- Modular QoS based CLI (MQC) Granular QoS control at the wireless edge

Alignment with 4500E series (Sup®6, Tunnel termination allows customers to provide QoS
Sup?) treatment per SSIDs, per-Clients and common
P treatmcle(nt of wired and wireless traffic throughout the
networ

Class-based Queueing, Policing,

Shaping, Marking - Enhanced Bandwidth Management
- More Queues Approximate Fair Drop (AFD) Bandwidth
_ o anagement ensures fairness at Client, SSID and
Up to 2P6Q3T queuing capabilities Radio levels for NRT traffic

Standard 3750 provides 1P3Q3T Wireless Specific Interface Control

Not limited to 2 queue-sets Policing capabilities Per-SSID, Per-Client
upstream*** and downstream

Flexible MQC Provisioning abstracts AAA support for dynamic Client based QoS and
queuing hardware Security policies

Per SSID Bandwidth Management

*** NOT available on CT 5760 at FCS

94  © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

QoS — What’s New with Converged Access

Wireless(Cat 3850 & CT 5760)

-4 INTEGRATED
CONTROLLER

UA 3850

Employee

s Guest

« Granular QoS control at the wireless edge

Tunnel termination allows customers to provide QoS
treatment per SSIDs, per-Clients and common treatment of
wired and wireless traffic throughout the network

- Enhanced Bandwidth Management
Approximate Fair Drop (AFD) Bandwidth Management
ensures fairness at Client, SSID and Radio levels for NRT
traffic

+ Wireless Specific Interface Control

Policing capabilities Per-SSID, Per-Client upstream
downstream

and

AAA support for dynamic Client based QoS and Security
policies

K BRANCH /

® Marking @ Policing

© 2013 Cisco and/or its affiliates. All rights reserved.
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+ Per SSID Bandwidth Management

*** NOT available on CT 5760 at FCS




Cisco Converged Access Deployment

QoS — What’s New with Converged Access

With the CT 5760 or CAT 3850 Wireless(Cat 3850 & CT 5760)

Usage based fair allocation without configuration

« Granular QoS control at the wireless edge

Tunnel termination allows customers to provide QoS
treatment per SSIDs, per-Clients and common
treatment of wired and wireless traffic throughout the
network

 Enhanced Bandwidth Management

@Ipproximate Fair Drop (AFD) Bandwidth

anagement ensures fairness at Client, SSID and
Radio levels for NRT traffic

» Wireless Specific Interface Control

>mbps mbps  Max bandwidth allowed: Policing capabilities Per-SSID, Per-Client
54 — (4 *5) = 34Mbps upstream*** and downstream

AAA support for dynamic Client based QoS and
Security policies

- Per SSID Bandwidth Management

*** NOT available on CT 5760 at FCS
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Cisco Converged Access Deployment

QoS — What’s New with Converged Access

With the 3850
Bidirectional policing at the edge per- user , per-
SSID and in Hardware

Wireless(Cat 3850 & CT 5760)

Granular QoS control at the wireless edge

Tunnel termination allows customers to provide QoS
treatment per SSIDs, per-Clients and common
treatm(Ie(nt of wired and wireless traffic throughout the
networ

Enhanced Bandwidth Management

Approximate Fair Drop (AFD) Bandwidth
anagement ensures fairness at Client, SSID and
Radio levels for NRT traffic

Wireless Specific Interface Control

- SSID: BYOD Policing capabilities Per-SSID, Per-Client

* QoS policy on 3850 used to police each client bidirectionally upstream*** and downstream

* Policy can be sent via AAA to provide specific per-client policy AAA support for dynamic Client based QoS and
» Allocate Bandwidth or police/shape SSID as a whole Security policies

Per SSID Bandwidth Management

*** NOT available on CT 5760 at FCS
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Cisco Converged Access Deployment

QoS — What’s New with Converged Access

With the CT 5760 or CAT 3850
Deterministic bandwidth is allocated per SSID

Wireless(Cat 3850 & CT 5760)

Granular QoS control at the wireless edge
Tunnel termination allows customers to provide QoS

10% BW 90% BW treatment per SSIDs, per-Clients and common
treatment of wired and wireless traffic throughout the
network

Guest Enterprise

Enhanced Bandwidth Management

Approximate Fair Drop (AFD) Bandwidth
anagement ensures fairness at Client, SSID and
Radio levels for NRT traffic

Wireless Specific Interface Control

333; Deterministic BW Policing capabilities Per-SSID, Per-Client

upstream*** and downstream

AAA support for dynamic Client based QoS and
Security policies

Per SSID Bandwidth Management

*** NOT available on CT 5760 at FCS
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Cisco Converged Access Deployment

QoS — What’s New with Converged Access

Wired (Cat 3850) Wireless(Cat 3850 & CT 5760)

- Modular QoS based CLI (MQC) * Granular QoS control at the

wiiralace oadnao

Alignment with 4500E series (Sup6, ﬁ)ncy-map PER-PORT-POLICING
C

Sup7) lass VOIP I's 1o
_ _ \ set dscp ef per-
Class-based Queuelng, Pollcmg, - police 128000 conform-action transmit exceed-action drop
. : Class VIDEO
Shaping, Marking set dscp CS4 ement
. police 384000 conform-action transmit exceed-action drop
More Queues Class SIGNALING IreS I
. apees set dscp cs3 eveis
Up o 2P6Q3T queuing capabllltles police 32000 conform-action transmit exceed-action drop
. Class TRANSACTIONAL-DATA
Standard 3750 provides 1P3Q3T set dscp af21 ontrol
Class class-default

Not limited to 2 queue-sets set dscp default

Flexible MQC Provisioning abstracts AAA support for dynamic Client based QoS
queuing hardware and Security policies

« Per SSID bandwidth allocation

*** NOT available on CT 5760 at FCS
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Cisco Converged Access Deployment

QoS Touch Points
Port, Radio, SSID, Client — What Features Apply at Each Level, Downstream

Mayiine s hased Priority queues must

. arking is based on . be configured they
*

Client 1 Table-map not Set Radio Port I re not on by default .

3 =

ssificat\, ped by A
ation* it S COO000 ' » JR—
ing -_’)
. Jos =
e SSID is Rate
Limited, AFD S
ages NRT traffic Not Configurable - -
V based on rate

),

radio can support

NOTE: SSID policies are actually per AP or BSSID. l

Into a wired port port
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Cisco Converged Access Deployment

The Catalyst 3850 QoS Toolbox Conceptual View
Wired to Wireless

Marking at SSID is
done via Mutation
(table-map)

Client Level \ ‘, SSID Level ({& ; Ba'di’o/Port Level
LLQ

: : O
¢ Policer g Marker [ Polieer B8 Marker_ Relice;
g Policer jng Marker JF o og Marker | g oty Priority Queue 2 I

Classify

S Policer B8 Marker IE
4 Policer g4 Warker JlE

A

00900,

Ingress Wired Port

Priority

Radio Shaper

R | Norrme J CBWFQ

— Poiicer B arker
‘ ’

APs have several

Out of a wire|- = E.HS (2) —Each g
radio is shape g 00000 4

Port Shaper

—»-ﬁ_

Into a wired port
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Cisco Converged Access Deployment

QoS Touch Points
Port, Radio, SSID, Client — What Features Apply at Each Level, Upstream

Port Upstream port SID Client
gueuing policy up to 8 o
queues
& y &4
_A
B 000000 8
J
J y »
Ingress Client policy
 — same structure as
Beed a5 an wired policies today )

regation poi

Out of a wired port
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Cisco Converged Access Deployment

The Catalyst 3850 QoS Toolbox

Wireless to Wired

Conceptual View

Egress Wired Port

‘h SSID Level Client Level

Priority Queue 1 ;
G — Marker [MPolicer Il Marker LgPolicer Loy | Marker [gPolicer o
S LLQ Prlorlty QueueZ — E Policer — P0|icer <
o A= 11 « 7 e Classity .3 Classify Classity | g
P .
: — M Ve Mroicer P RERY varker Tilpoiicer Lan IR Marier pgPolicer ygy
R CBWFQ ueue & = ‘B - Marker ZalPolicer Lpe
Q B Varker LHPolicer pe | Marker C™Policer L | Marker |

Queue T
\

Out of a wired port

Into a wireless port .-
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Cisco Converged Access Deployment

QoS

Default Behaviour

QoS Policy Touch Point
| 2 configured queues:
[ = ( | | + PQ1 - Control traffic
- (¢ « NRT Data (class default)
1 b .
Default Trust Boundary, if _— * Multicast NRT Data
the SSID is crossed all QoS Client SSID Radio Port (Multicast class Default)
markings are setto O

Policy-map radio-default Policy-map port<>
Class class-default Class class-default
Shape average <> | Shape average <>

Service-policy port_child_policy
Policy-map port_child_policy
Class non-client-nrt-class
Bandwidth remaining ratio 10

[ NOTE: WCM installs the default policies on the wireless port/radio/client. b
Into a wire

| By default only wired to wired traffic will retain QoS markings, unless a Table-map is used. ) »‘

NANANS S
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Cisco Converged Access Deployment

Marking with Table-Maps

And the end of “trust” — Table-Map Example
QoS PolicyATouch Point

= Sm— |
((‘ -' ‘

Default Trust Boundary, if a— _
Client SSID Radio Port

the SSID is crossed all QoS
markings are setto O

N

[scofoscraweo]

O

DSCP 14 DSCP14 UP3

==

=g ==
P =)
=3

DSCP 46 I

table-map dscp2dscp

map from 46 to 14
default copy
table-map

<

N

policy-map SSID-Table-Map
Class class-default

set dscp dscp table dscp2dscp
set wlan user-priority dscp table

Into a wired I{ NOTE: “Trust” does not exist on MQC based platforms. By default only wired to wired traffic will |

>

d

retain QoS markings, all other will be remarked to 0 unless a Table-map is used.
105 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Cisco Converged Access Deployment

Approximate Fair Drop and Wireless Queuing

B3
g & -

Into a wired port __[Ceeeeeqy Out of a wireless port
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cIsco ciscollVZ,
Agenda BRKARC-2665 ... Converged Access Architecture Overview

Evolution — Towards One Policy, One Management, One Network

Converged Access — Platform Overviews
Wired and Wireless — Deployment Options
And a “double-click” deeper ...
Existing Wireless Deployment — Architecture Refresher
The Converged Access Deployment in Detail —
- Components of the Deployment — Terminology and Building Blocks
- Converged Access Deployment — Traffic Flows and Roaming
- Converged Access Deployment — High Availability

- Converged Access Deployment — Quality of Service
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Bringing Together Wired and Wireless

How Are We Addressing This Shift?

Control plane functionality
on NG Controller

(also possible on upgraded 5508s, WiSM2s for
brownfield deployments, or NG Converged Access

switches for small, branch deployments)

Controller

Data plane functionality on NG Switches

(also possible on NG Controllers, for deployments
in which a centralised approach is preferred)

0/\’

Enabled by Cisco’s strength I )
Enabled by Cisca's sireng ((@ B))
UADP ASIC \0\//,@
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Next-Generation WLAN Controller (5760)

B

|

T T T T G
GAAAES AAGAAS SAAARE SaRRSE S—
VUUPTY VYUYV VUTUPY UEPUEY mmmm

Next-Generation Switches (Catalyst 3850s)

An Evolutionary Advance to Cisco’s Wired

+ Wireless Portfolio, to address device and
bandwidth scale, and services demands ....




Cisco Converged Access Deployment

Bringing Together Wired and Wireless
With a Next-Generation Deployment and Solution

Mobility Domain 7\ IsE @ P
_ f oooooo/w ¢ >

- - . Cisco
Mobility Group <
Converged
: | Access
Deployment
4

i Sub-Domain

.

An Evolutionary
Advance to Cisco’s
Wired + Wireless

Portfolio, to address
device and bandwidth
scale, and services
demands ....
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Converged Access
Additional Areas of Interest — Reference Material

Additional topics exist, which time precludes us covering here ...

However, these are detailed in the Reference Slides
which accompany this presentation ...

Scalability Details — for both CUWN and Converged Access deployments

Catalyst 3850-based MCs — Examination of Roaming detalils,
and additional design options

Lobby Issue and Solution — Examination of issues with Building entrances /
common lobbies, and their impact on client distribution, DHCP scope usage,
etc. in Converged Access deployments

Please refer to these slides for additional information on these topics,
and feel free to reach out to the presenter with any questions
that you may have.

BRKARC-2665 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco Converged Access Deployment

Converged Access
Tell Me How | Did!

Did | Achieve My Objective?

Do You Have a Better Understanding ...

of what Converged Access is ...
of how Converged Access works ...

and do you now have the basic
“Building Blocks” for Converged Access?

Don’t Forget
to fill out your evaluations!

BRKARC-2665 © 2013 Cisco and/or its affiliates. All rights reserved.



Converged Access
For Further Information ...

Check out BRKARC-2666 —
Converged Access, Campus and Branch Design Guidance!

In the BRKARC-2666 session ...

we will review key elements from this session ...
and build on this with information on ...

Catalyst 3850 Platform Details,
QoS Implementation, Security,
|IP addressing, and Design Options!

Building Out the
Complete Solution!

BRKARC-2665 © 2013 Cisco and/or its affiliates. All rights reserved.

Cisco Converged Access Deployment




Cisco ((V&/




Complete Your Online Session
Evaluation

Give us your feedback and receive
a Cisco Live 2013 Polo Shirt!

Complete your Overall Event Survey and 5
Session Evaluations.

= Directly from your mobile device on the
Cisco Live Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located

» Don’t forget to activate your
throughout the venue (lw’/ Cisco Live 365 account for
Polo Shirts can be collected in the World of access to all session material,

Solutions on Friday 8 March 12:00pm-2:00pm communities, and on-demand and live activities throughout
the year. Log into your Cisco Live portal and click the

"Enter Cisco Live 365" button.
Cisco [l l/&
1

www.ciscoliveaustralia.com/portal/login.ww
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CUWN — Using 5508 Controllers
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Scalability

CUWN — Using WiSM2 Controllers
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Converged Access — Using Catalyst 3850 as MC
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Scalability
Converged Access — 5760 as MC, 3850s as MAs
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Converged Access — 5508 as MC, 3850s as MASs
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Scalability
Converged Access — WiSM2 as MC, 3850s as MAs
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Cisco Converged Access Deployment

Converged Access
Catalyst 3850-based MCs — Roaming, within a Stack

Roaming, within a Stack (3850 Switches as MCs) —

« Initially, all clients in this example are on their initial, local Converged Access switches

 Now, a client roams — and we see his resulting traffic topology Guest Anchor
 Roaming within a stack does not change the vc T VA
user’s PoP or PoA - since the stack implements L
a single MA (redundant within the stack),

and thus a user that roams to another
AP serviced by the same stack does
not cause a POA move

.

Mobility Group

= -
124 V-l £

No change
to user’s

PoP or
POA/

Scalability —

Max of 8 x 3850 switches
as MCs, grouped into a
Mobility Group

250 APs total across all
3850 MCs

Max. 50 APs per 3850
stack / SPG




Cisco Converged Access Deployment

Converged Access
Catalyst 3850-based MCs — Roaming, within an SPG

Roaming, within a Switch Peer Group (3850 Switches as MCs) —
* Now, the client roams to an AP serviced by another switch stack (within the same SPG)

* Let’s examine his resulting traffic topology Guest Anchor
« The user has moved between MAs (switch stacks) — ve T VA
to maintain consistency of user connectivity (IP address) —
and policy application, the user’s traffic is

transported to the MA that the user
associated with initially (i.e. the user’s
PoA moved, but their PoP stayed static)

( Mobility Group

000 1000 | 41000 &1000 ! o 000 @100

125

Most
Common

Roaming
Case/

Scalability —

Max of 8 x 3850 switches
as MCs, grouped into a
Mobility Group

250 APs total across all
3850 MCs

Max. 50 APs per 3850
stack / SPG




Cisco Converged Access Deployment

Converged Access
Catalyst 3850-based MCs — Roaming, across SPGs

Roaming, across Switch Peer Groups (3850 Switches as MCs) —
* Now, let’s examine a more complex roam where the user roams across SPGs
* In this example - the user roams to a separate SPG, onto the stack

Roaming
between SPGs

serving as MC for that SPG Guest Anchor (geographically-
« The user’s has moved between SPGs — so their traffic M’i‘ MA separated)

needs to be transported back to their PoP,
which has remained static — and it does so
by transiting between the two MCs
servicing these two Switch Peer Groups
(MCs are fully meshed within the MG)

Scalability —

Mobility Group

Max of 8 x 3850 switches
as MCs, grouped into a
Mobility Group

250 APs total across all
3850 MCs

Max. 50 APs per 3850
stack / SPG
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Cisco Converged Access Deployment

Converged Access
Catalyst 3850-based MCs — Roaming, across SPGs & MCs

Roaming, across Switch Peer Groups and MCs (3850 Switches as MCs) — Roaming
* Now, lets’ examine the most complex type of roam — across SPGs and MCs / MAs between SPGs

« Remember — these types of roams are likely to be a minority case G and MCs

: uest Anchor )

in most deployments R (geographically-
« The user has moved between MAs, MCs, and SPGs - y, = separated)

and their traffic takes the path shown since, again, their

PoP has remained static, while the PoOA moved

as the user roamed (maintains user
IP address, maintains consistency of
policy application)

Scalability —

Mobility Group

Max of 8 x 3850 switches
as MCs, grouped into a
Mobility Group

250 APs total across all
3850 MCs

Max. 50 APs per 3850
stack / SPG

I.IJ
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Cisco Converged Access Deployment

Many users
could end up
“staying in the

lobby”
logicall

Converged Access

Common Building Access — The “Lobby Issue”
What happens when —

 Everyone enters the building via a common lobby

« APs in that lobby are controlled by Guest Anchor
one Converged Access switch stack

« All the users, and their traffic —

 Gets “pinned” to that switch ...
causing issues for traffic load, switch :
load, DHCP pool exhaustion, etc. ... <z <L

f Mobility Group
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Cisco Converged Access Deployment

Converged Access
Common Building Access — The “Lobby Solution”

What can we do to address this issue?

« User client association can be distributed across Converged Access switches in the Switch Peer Group

» User load info is constantly shared within the SPG — with heartbeat Guest Anchor
(10s default, adjustable 1s-30s) ve B VA

=
« At a defined client load, the lobby Catalyst 3850 switch > £
distributes incoming client association requests to
it's SPG members ... the client is anchored
based on reported client load

- Addresses i .
; — ient will be
trafflc load, / bil anchored to the
switch load, Mobil" igdie cA stack —
DHCP p00| as it reported that
exhaustion it had less clients
ete ! associated
A > Over-
r Ioatjy
000 | loodgo | SOy oo
PoA
P
—
= B
-
V-l
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Converged Access
Common Building Access — The “Lobby Solution”, Detail

- What: when configured, the client first PoA is load balanced across the switches in the SPG.
When the client joins, the switch checks if its load is over a configurable threshold
and send a message to anchor the client to least loaded switch in the SPG.

- Why: large number of clients could potentially attach to a single MA whose APs are situated
close to the front door / lobby. This would result into congestion at that home switch,
whereas other MAs would be under-utilised. This is even worse if the client’s
data path is anchored at the home switch.

- How to configure it: the feature is ON by DEFAULT and it's possible to change
the threshold value. By default is 50% (of the max client allowed)

To configure a different threshold use the following command on a per MA basis —

3850 (config) # wireless mobility load-balance threshold ?

<100-2000> Threshold value for number of clients that can be anchored locally
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