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Forward-Looking Information

The Iinformation presented here on Nexus 1000V for Windows Server
2012 I1s under development and Is subject to change before the general
availability of these products.
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Physical = Virtual = Cloud Journey

PHYSICAL VIRTUAL CLOUD
WORKLOAD WORKLOAD WORKLOAD
* One app per Server « Many apps per Server - Multi-tenant per Server
 Static * Mobile + Elastic
« Manual provisioning « Dynamic provisioning « Automated §caling

@ = i e e e e e

[ CONSISTENCY: Policy, Features, Security, Management, Separation of Duties ]

Switching Nexus 7K/5K/3K/2K Nexus 1000V, VM-FEX

Routing ASR, ISR Cloud Services Router (CSR 1000V)

Services WAAS, ASA, NAM VWAAS, VSG, ASA 1000V, vNAM*

Cisco[i‘/f/
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End to End DC Switching Portfolio

Advanced Features & Strong Partner Ecosystem

Aggregation

2 - . Typic_al L3/L2 boundar_y_

L2 < DO & » Physical network services
Services

C6K

= =) (1) (R (=
Unified Compute

12 NEXUS 5000 NEXUS 7000 - VPC $- :System Fabric Unified Access
g * Non-blocking paths to servers & IP
storage devices

NEXUS 2000

Virtual Access
o D = a * Virtual network switches
VM VME VM VM o : - - : -
N i | + Virtual services with horizontal scaling
Rack 1 Rack x

Cisco(l'l/&/
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Cisco Virtual Networking Vision

Nexus 1000V

Multi-Cloud

Multi-Services

Multi-Hypervisor

Cisco [lVf/

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 7



Cloud Technology Stacks

Multi-Hypervisor and Multi-Orchestration Strategy

5] vmware openstack- cloudstack

vCloud CIAC/

. OPE!
Director/ S(»:yesrfterrg 5;‘3 ;2@ OpenStack/
DynamicOps - Partners

Cloud Portal
and Orchestration

NSM NSM NSM NSM
ASA 1KV, vNAM ASA 1KV, vNAM ASA 1KV, vNAM ASA 1KV, vNAM
Virtual Network VWAAS, VSG VWAAS, VSG VWAAS, VSG VWAAS, VSG

Infrastructure CSR 1KV CSR 1KV CSR 1KV CSR 1KV

Nexus 1KV

vSphere, Hyper-V,
Xen, KVM

Hypervisor vSphere

Computing Platform

Physical Network

Nexus 2K-7K + ASR 9K (Edge)

Storage Platform

Solutions: Vblock, FlexPOD, VMDC, VDI, HCS, Cross-DC Mobillity




Cisco Cloud Services

Hypervisor agnostic multi-services platform

Cisco Virtual Te n an t A
. ASA 1000V Imoarva
Security Cloud . pS :
ecureSphere
SELNE) Firewall Cloud Citrix W AFI,=
(VSG) Services NetScaler >,

VWAAS Router 1000V VPX

N 4

Nexus 1000V

Multi-Hypervisor (VMware, Microsoft*, RedHat*, Citrix*)
Physical Infrastructure (Compute, Network, Storage)

1 .

.

Nexus 1000V — ASA 1000V VWAAS CSR 1000V
Cloud Router Services

- Distributed switch « VM-level controls - Edge firewall, VPN + WAN optimisation - WAN L3 gateway \(/lerttrlljzll\'la\e[t)%caler e
+ NX-OS consistency - Zone-based FW « Protocol Inspection * App, traffic + Routing and VPN . Imperva Web App.
Firewall
7000+ Customers Shipping Shipping Shipping CY2013 CY2013

Cisco [l Vfr
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Cisco Nexus1000V InterCloud:

Securely Extend Enterprise Environment into Provider Cloud

=N I BN INIVi WLV UVIWWY : I INWVWVIWDLLI\ WLWVIWW

Managed Community

Private

Slmple

.scollvc,
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Cisco Nexus 1000V is Available in Two

%s?ﬂiial & Advanced
Essential ($0) Advanced ($695/cpu)

VLANS, ACL, QoS v v
vPath
VXLAN
LACP

Multicast
Netflow, ERSPAN
Management

vTracker

N N N X X X X XN

vCenter Plugin

Virtual Security Gateway
Cisco TrustSec SXP Support
DHCP Snooping

IP Source Guard

NN X 8 8 N X X X X X

eisee(l'l/&/

Dynamic ARP Inspection

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Start using Cisco Nexus 1000V Today

Essential Edition — No licensing or procurement needed

Install Nexus 1000V

Using new Installer
App

Download Software Create Port Profiles

v2.1 from cisco.com & Start Using N1KV

Advanced Edition — Get a 60-day free trial when you use essential

Install Nexus 1000V Change Switch mode

Download Software to Advanced*

v2.1 from cisco.com

Using new Installer
App & Start Using N1KV

Existing . Seamless
NT1KV 1 x Get free upgrade to v2.1 Advanced Edition (at no cost) upgrade to

« This upgrade also includes free VSG licenses .
Customers + Existing TAC support contract will include VSG support Advanced Edition

Cisco [ll/fp/
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Nexus 1000V
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Server Virtualisation Issues
Policy Mobility, Lack of VM Traffic Visibility, Operational Complexity

1. VM Migration moves VMs across
W L physical ports—the network policy

SN must follow this VM Motion (across
racks, PODS, DCs)

2. Must view or apply
network/security policy to locally
switched traffic

3. Need to maintain segregation of
duties while ensuring non-
Server Admin disruptive operations

Security
Admin

<25

<25

Network Admin

Cisco [lVf/
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Customer Issues In Virtualised Environments

o TN 4

Operational Choice of Complex Resource

Complexity Hypervisors Workloads Use-cases Utilisation
Managing Different types of Requirement for Security concerns, VM Mobility within
networks across workloads require a secure virtual and hybrid cloud the DC, across
physical & virtual different environment with use-cases DCs and across
environments hypervisors rich network clouds.

services

Consistent _ _ _ _ _ Overlay
Operational Multi-hypervisor Multi-services Multi-cloud Technology

Model Support support support Support

Diverse Virtualisation Requirements for DataCentre Customers

A AL A A AL B A "d

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 16



Cisco Nexus 1000V Overview

Architecture consistent with other modular switches

Virtual Appliance

Network
Admin

Modular Switch

Back Plane

VEM-1 ] VEM-2 ] VEM-N J

----)

Hypervisor Hypervisor Hypervisor
VSM: Virtual Supervisor Module Server % % :IZI i
VEM: Virtual Ethernet Module Admin . ('Vcl
CiscollVC,

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 17




Cisco Nexus 1000V Overview

Integrated Switching & Services Platform

VWAAS

ASA1000V

Primary

Secondary

VSM: Virtual Supervisor Module
VEM: Virtual Ethernet Module
vPath: Virtual Service Data-path
VSG: Virtual Security Gateway
VWAAS: Virtual WAAS
ASA1000V: Tenant-edge security

Virtual Appliance Nexus 1110

Virtual Blades

Virtual Supervisor Module (VSM)
Network Analysis Module (NAM)
Virtual Security Gateway (VSG)

VEM-1

WS 2012 Hyper -V

=]

=]

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved.

VEM-2

WS 2012 Hyper -V

vPath

« Service Binding (Traffic
Steering)

« Fast-Path Offload

Cisco ("/fp/
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Port Profile Configuration

nl1000v# show port-profile name VM-Data-ClientOS Support Commands

port-profile VM-Data-ClientOS Include:

type: Vethernet

description:

status: enabled

max—-ports: 32

min-ports: 1

inherit:

config attributes:
switchport mode access
switchport access vlan 110

N _cshiitdown

Port management
VLAN

PVLAN
Port-Channel
ACL

Netflow

evaluated config attributes:
switchport mode access
switchport access vlan 110
no shutdown

assigned interfaces:
VethernetlO

Port security
QoS

v
v
v
v
v
v
v
v

Cisco ("/6:/
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Server Admin’s View of Port-profiles

=3 Windows-7 - Virtual Machine Properties [ (S

Hardware IDljtigns | REsSourc=s | Profiles I e | virtual Machine Version: &
—Device Status

I~ sShow Al Devices Add... | Remove | W Connected

Hardware | Summary | ¥ Connect at power on

il Memory 4096 MEBE
—Adapter Type

4 cPus ! iZ j t adapte E1000

Wideo card Wideo card R e

= WMCI device Festricted AT Addess

) 5CSIcontroller 0 LSI Logic SAS

_ _ _ |00:50:56:ab:67: 77

= Hard disk1 Wirtual Disk

% CD/DWD drive 1 Client Device = Automatic ™ Manual

EE Metwork adapter 1 VM Metwork |

& Floppy drive 1 Client Device — DirectPath IjO

Status: Mot supported &9
—Metwork Connection
Metwork label:
VM Metwork -
VM Metwork
Unused Or Cuarantine Veth (n1000w
ViMotion {n1000w)
Help Ok I Cancel
-
[ ’
ciscollVC,
BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 20



Port Profile Configuration

Faster VM Deployment

Cisco Virtual Networking

Policy-Based Mobility of Network and Security Non-Disruptive
VM Connectivity Properties Operational Model
j N AW ¢ p ‘

Port Profiles
Defined Policies

WEB Apps Nexus Nexus
’I 1000V t (@) t 1000V
¥ ¥ 4 ¥ X VEM AEEE. VEM
Hypervisor Hypervisor
VM Connection Policy
* Defined in the network Server

» Applied in Virtual Centre

« Linked to VM UUID g — —
o

VM Mgmt Station Nexus 1000V VSM

Cisco ("/f/
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Port Profile Configuration
Policy Mobility with VM Migration

Cisco Virtual Networking

Policy-Based Mobility of Network and Security Non-Disruptive
VM Connectivity Properties Operational Model
] ] ]

VMs Need to Move
VM Migration
Resource Scheduling
SW upgrade/patch

Hypervisor Hypervisor
Hardware failure
VM Networking
Mobility Server Server '
VMotion for the network

Ensures VM security

Maintains connection state g

VM Mgmt Station

Nexus 1000V VSM

Cisco ("/f:/

22
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Non-disruptive Operational Model with
RTTRG\? NX-OS Feature-set and Services

-
2

s s

ﬁ =

VM Mgmt Center

Nexus1000v VSM

I

Network Admins Nexus OS CLI

m—

Server Admins

VM Mgmt Interface

 Install hypervisor on hosts with N1KV VEM

 Create or Update network policies . .
P P  Create VM and assign Port profiles to VM

No hand-off required between network and server admins
Complete visibility to the VM-to-VM traffic
Consistent feature-set & CLI for physical & virtual networks

Same management tools used across physical & virtual networks

Cisco [ll/f:/
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Proven Architecture for Virtualisation Use-

Solution Nexus 1000V Nexus 1010 Virtual Security Virtual NAM (N1010)
Gateway WAAS

Vblock v v ve

FlexPOD v v

Virtual Desktop v v Vs v

Virtual Multi-tenant DC v v

(VMDC)

DC-to-DC 4 v v v v

vMotion

PCl 2.0 v v v v

Hosted Collaboration v v v

Cisco ("/f/
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Broader Mobility Diameter with Overlays

Infrastructure Flexibility & Better Resource Utilisation

Limited Rack-wide VM Mobility Virtual/Cloud Data Centre

—
—

VLAN VLAN
VXLAN

Cisco(l'l/a/
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Uniform Management Interface Across Physical,
Virtual and Across Hypervisors

= NTP = NX-OS CLI

= TACACS+ = SNMP Support
= RADIUS = NetConf/ XML
= Netflow = CDP

= SPAN & ERSPAN = Syslog

vm-network-definition (id, vlan, ip-pool) — for network segments

Cisco logical-network-definition (name, id, connected-ports) — fabric n/w .

| | 1€ClE REST-APIs for
Nexus virt_ual-port-prof_lle (type, Id, maxports, SW|tch-|d) — fc_)r VEth manageability
1000V uplink-port-profile (state, type, id, maxports, switch-id) — for PNIC

Ip-address-pool (name, dhcp-server, range etc.) — for ip-pools

‘, Wy | B /'-.—";“.‘
k““;;"’ [l - LWL W ’
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Strong Management Ecosystem

- “
g Cisco Prime Infra. " Cisco Prime DCNM Cisco VNMC “Cisco NSM & CIAC y
(7 =

Systems Management Vendors

-« === 2
<< hmc - = ==ST= EMC
Other ISVs —_ .
solarwinds * RSA ENVISION enNnoss Gi.lalasoﬂ
Virtualisatio Vggggrs ‘
© 7 System Cent
m‘WO re o Vl)I{tSuaelrI\T/ljacfﬁrI;l! SII;mager 2012
Consistent e NX-OS CLI, SNMP, NetConf/XML, REST* Your existing
management  CDP, NTP, Telnet/SSH Mgmt tools
interfaces across * Syslog, ACL- Logging, TACACS+, RADIUS work well with [
ohysical & virtual .+ Netflow, SPAN, ERSPAN. REST-ful APIs Nexus:00 ’

BRKVIR-2017

© 2013 Cisco and/or its affiliates. All rights reserved. citAyvaitable in H2CY13 27



Cisco Nexus 1000V: Customer Benefits

« NX-OS feature across multiple hypervisors & across physical

: : and virtual environments
Consistent Networking Features

« Advanced NX-OS switching features, including security,
visibility, QoS, segmentation (VXLAN), port channel, ...

* NX-OS CLI across multiple hypervisors & physical/virtual

« Separation of duties between network & server admins

Consistent Operatlonal Model = Dynamic provisioning and VM mobility awareness

» Leverage existing monitoring and management tools

« Leverage existing virtual services
Consistent Network Services Virtual Security Gateway, Virtual WAAS, ASA 1000V, NAM
» Services can be hosted on Nexus 1010

Cisco(l'l/a/
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Virtualisation and Cloud Driving New
Requirements in Data Centre

Traditional Data Centre Virtual/Cloud Data Centre

Hypervisor

Virtual appliance form factor
Dynamic instantiation/provisioning
Service transparent to VM mobility
Support scale-out

e Large scale multitenant operation +
J P Cisco(l Vf /

’
BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 30

* Application-specific services
* Form factors:
Appliance

Switch module



Services Deployment in Virtualised DC

P— ”—\‘ | P— ”—\‘

Web App 1 Database
Server I Server Server
() ()

=

Hype

Virtual Contexts

Traditional Service Nodes

Web App 1 Database
Server I Server Server

VSN

Virtual Service Nodes

Cisco(l'l/a/
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Intelligent Traffic Steering with vPath

VM VM VM VM
H H

VM VM VM VM Virtual Service

VM VM

<
<

VM VM VM

Nexus 1000V o ’
Distributed Virtual Switch
- Decision
\/\ Caching ©
\ 1) Initial Packet © riow Access Control
Flow (policy evaluation) Log/Audit

Cisco(l'l/a/
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Performance Acceleration with vPath

" w) L " " Virtual Service

Node (VSN)

Nexus 1000V path ’

Distributed Virtual Switch

ACL offloaded to
- \/\-/\/ Nexus 1000V

| (policy enforcement)
Remaining packets

from flow

Log/Audlt

&;w(ﬂ/a

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 33
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Cisco Nexus 1000V for Microsoft Hyper-V

Consistency for Investment protection & Reduced operational risk

o

1 17T |
Nexus 1000V

VEM

Microsoft*
ll

= Hyper-V

\. y

‘ Server '

BRKVIR-2017

. Advanced NX-OS feature-set
’ Tight integration with SCVMM

1
1
'
> ) . Services architecture with vPath

Nexus 1000V
VSM
A

&

System Center
Virtual Machine Manager 2012
.

. Consistent operational model

Cisco ("/f:/

© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 35




Hyper-V: Comparison with ESX Terminology

VMware ESX Microsoft Hyper-V
Virtual Distributed Switch (VDS) Logical Switch
Port Group Virtual Port Profiles + VM networks
vmknic Host VNIC
Folder/Data Centre Host Group
vMotion Live Migration
Distributed Resource Scheduling (DRS) Dynamic Optimisation
Distributed Power Mgmt (DPM) Power Management
vCenter, vCloud Director SCVMM, SCO
Site Recovery Manager Hyper-V Replica
Virtual Machine Disk (VMDK) Virtual Hard Disk (VHDX)

Cn%a_,@(ll/f/
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Hyper-V Extensible Switch Architecture

Nexus 1000V is a Forwarding Extension

Hyper-V Host

= Extensions process all network traffic
including VM-to-VM traffic

= Forwarding Extensions can capture
and Filter Traffic as well

= Nexus 1000V will work with other 3rd

~ OETERSRENETONEY party Capture and Filtering
IS =4 = e Extensions as well

Forwarding Live Migration and NIC Offloads
Extension continue to work even when the
extensions are present

Virtual Switch

Cisco(l'l/fp/
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System Centre Virtual Machine Manager

= Manages Hyper-V Virtualisation environment

= Similar in function to VMware vCenter Server
— But includes some functionality similar to VMware vCloud Director

= What SCVMM Manages
— Hyper-V hosts
— Virtual Machines
— Logical Switches
— Logical Networks and Network Sites
— VM Networks and Subnets
— |P Addressing
— Port Profiles and Classifications

Cisco[l'l/f/
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SCVMM Management of Switch Extensions

== =

3" Party components
Virtualisation

Hyper-V Host

Capture Extension

SCVMM { V Vendor
y F|Iter|ng Extension / Service SCVMM
2 Plugin

Microsoft*®

System

g _ Virtual Machine Manager 2012,

Vendor network mgmt
console

Forwardlng Extension

Policy
database

Cisco ("/6/
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Cisco Nexus 1000V Architecture on Hyper-V

o

A Y

] M
i Cisco 4-|-|_| Cisco A-I-I_I Cisco 4-'-'—'- ]
: Nexus Nexus Nexus !
i 1000V 1000V 1000V :

]
\

WS 2012 Hyper-V WS 2012 Hyper-V WS 2012 Hyper-V

Server K
\

Virtual Supervisor Module (VSM)

* Virtual or Physical appliance running Cisco \

NXOS (supports Hi-availability)

Server '

Virtual Ethernet Module (VEM)

? « Enables advanced networking capability on

the hypervisor

* Provides each virtual machine with
dedicated “switch port”

 Collection of VEMSs : 1 Logical Switch

; '
System Centre Virtual Machine Manager Cisco(ll/c,

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 40

« Performs management, monitoring, and
configuration

 Tight integration with SCVMM

Cisco Nexus 1000V VSM



Cisco Nexus 1000V Overview

Switching
Security

Network Services

Provisioning
Visibility

Management

* Available only with Advance d Edition ({ ‘/61
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Why Not Configure Virtual Ports?

SCORE<1 > HI-SCORE SCORE<Z>*

freedom
h oAb oo b

— To deploy and move virtual machines e e e e
i A b AT A Ak A Ak A e
H B OO HR®
o o L Y N Y Y

— To deploy and move physical hosts

': switch # int gil/0/17

14 | switchport mode access
{ | switchport access vlan 23
1 etc..

“ f4 R M
S

CEEODIT @@

Source: http://images.webmagic.com/klov.com/screens/S/wSpace_Invaders.png ({ ‘/6,/



Port Profiles — Current Nexus 1000V

= |nstead of configuring individual Ports, create a Port Profile
= Set up ahead of time:

— VLANS # port-profile database
switchport mode access
— ACLs switchport access vlan 10
1p port access—-group myacl 1n
— NetFlow o shut
— QoS state enabled
— Private VLANS

— and all other port config!

Re-use it multiple times!

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public

sscolive!
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Port Profiles — Current Nexus 1000V

# port-profile database
switchport mode access
switchport access wvlan 10
no shut

# port-profile webserver
switchport mode access
switchport access

# port-profile webserver
switchport mode access
switchport acces
access list, etc. commands

no shut /

4




Network Segments and Port Profiles

= Networks and Profiles are Two Different Things
= Different ports need different protection on the same network

Clients Guests Servers

i /{/i
Intranet _ Network Segment

One network, multiple profiles for access

Port Profiles

- Guest access

_ L] Intranet client
B Privileged intranet client
- Application server

Cisco{l'l/f/
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Network Segments and Port Profiles

= And many networks can share the same protection requirements

Clients Guests  Servers Clients Guests Servers

= =]

Port Profiles

11 14 101 1
NN A § oo

Tenant A Intranet Tenant B Intranet

Network Segment

D /' R Multiple networks use the same profiles

Tenant C Intranet Tenant D Intranet
Cisco ( { Vfr

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 47



Network Segments and Port Profiles

Splitting the port-profile into "Network Connectivity” and “Policy”

DB Clients DB Servers

—

B B
DB Network

Current N1KV Version N1KV/Hyper-V Version

# port-profile db-client # network-segment db-network

switchport mode access switchport mode acce
switchport access vlan 10 switchport access
1p port access—-group dbclient 1in

no shut # port-profile db-client

state enabled 1p port access—-group dbclient in

no shut
# port-profile db-server state enabled

switchport mode access

switchport access vlan 10 # port-profile db-server

1p port access—-group dbserver 1in 1p port access—-group dbserver in
no shut no shut

state enabled . state enabled



Port-Classifications in SCVMM

Hyper-V Host

Capture Extension

Filtering Extension

—

Forwarding Extension

Virtual Switch

BRKVIR-2017

Bundling of profiles from
= each extension is the port-
classification

© 2013 Cisco and/o

Configure the virtual port

Port-Classifications

* Provide a level of indirection to Virtual

Port Profiles

* Provide a way to group Port Profiles
from different Hyper-V switch
extensions

N1k-Veth-PClass1 Properties

Specify the port classification for the virtual port. For each switch extension associated to the logical switch,
one port profile may be selected. Additionally, a native virtual network adapter port profile may be

associated to the virtual port.

Port classification: N1k-Veth-PClass

1 Browse...

Nexus 1000V

Use this port profile: | NexusTkVirtualPP
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SCVMM Networking Concepts

Types of Networks

= Logical Networks
= Network Sites
= VM Networks
= |P Address Pools

Cisco(l'l/fp/
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SCVMM Networking Concepts

Logical Networks and Network Sites
San Jose

Host Host Host Host Host
98 \80 | (989 8

Netwprl Site

Loglc I Network

e
% %

* Logical Network represents a network with a certain type of connectivity
characteristics (for eg. DMZ network, intranet, isolation)

* An instantiation of a Logical network on a set of host-groups (for eg. hosts in a
POD) is called a Network Site

* Network sites can be defined based on physical network connectivity or based on

Isolating traffic to specific host-groups '
CiSCO((Vf/
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Logical Networks and Network Sites

Network sites

Network sites can be added to a logical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD:184F:3A2C::/64.

#/Add == Remove

Network sites

Network sites can be added to a logical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD:184F:3A2C:/64.

#) Intranet_POD1

[emm
i

ifi] Intranet_POD2

Host groups that can use this network site:

# Add == Remove

2 L] @ Al Hosts

] i San-Jose-Cluster
2 POD1
L] 3 poD2

Assaociated VLANs and |P subnets:

20 10.10.20.0/24
22 10.10.22.0/24

Network site name: Intranet_POD1

\# DMZ_POD1

) DMZ_POD2

BRKVIR-2017

Host groups that can use this network site:

a Ul 3 All Hosts
L] a San-Jose-Cluster
2 poD1
] % roD2

Associated VLANs and IP subnets:

11 10.10.11.0/24 Dedete
12 10.10.12.0/24
10 10.10.10.0/24

Network site name; DMZ_POD1

© 2013 Cisco and/or its affiliates. All rights reserved.

Cisco Public
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VM Networks with Nexus 1000V

= VM VNICs connect to VM Networks
— Each VM Network is associated with a single subnet
— Each VM Network is represented in the N1KV as a "network-segment”

— Each “network-segment” in the N1KV is backed by some Layer 2 isolation
mechanism (e.g. VLAN)

# network-segment Intranet POD1 SUBNET1
switchport mode access

switchport access vlan 20
ip-pool Intranet POD1 Pooll

live!



Network Sites in SCVMM with Nexus 1000V

# network-segment-pool Intranet POD1l

# network-segment Intranet POD1 SUBNET1
switchport mode access

switchport access vlan 20

ip-pool Intranet POD1 Pooll
network-definition Intranet PODI

# network-segment Intranet POD1 SUBNET2
switchport mode access

switchport access vlan 21

ip-pool Intranet POD1 PoolZ
network-definition Intranet PODI

# network-segment Intranet POD1 SUBNET3
switchport mode access

switchport access vlan 22

ip-pool Intranet POD1 PoolZ2
network-definition Intranet PODI

KK \JT1== 21171 7 Y Z17 1 <= 1 1S 2OaNM/0Or 1ITS a1rnrarac oy

VM Network Intranet POD1 SUBNET1 /\
VM Network Intranet POD1 SUBNET?2

VM Network Intranet POD1 SUBNET3
Network Site “Intranet POD1" \ }

* A Network Site is a grouping of VM
Networks that are always available
together on the same host
simultaneously

A host uplink can be configured to
carry one or more Network Sites

live!



Placement and Live Migration Domains
And Network Site Binding

San Jose
Host Host Host Host Host

ALEAREL AL ERE

Network Site NetwprK Site
Logical Nletwork

\ AN L
< Live Migration Domains > < Live Migration Domains > < Live Migration Domains >

« SCVMM uses the list of network sites available on a host to make placement decisions
* Live-Migration domain is constrained to a network-site that the VM network is bound to

Cisco[l'l/f/
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VM Connectivity to VM Networks

IMs and Services ¢  Logical Network Information for Virtual Machines (3)
5 Tenants 5
Cloids Name | Type | Logical Network | VM network ‘ Resource
E [ CONTRACTOR-VM VM
4 | All Hosts
. W CONTRACTOR-VM vNIC Intranet INTRANET POD1_SUBNET1
1 POD1 -
s 50D = EMPLOYEE-VM VM
o W EMPLOYEE-VM vNIC Intranet INTRANET POD2 SUBNETS3
4 __ San-Jose-Cluster .
= SERVER VM
4 . Cluster-SIC
- W SERVER vNIC DMZ DMZ_POD1_SUBNET1
g HV-6
7 HV-7
CONTRACTOR-VM v
#1 VM Netwg

+i¢ | Create VM Network
ual NIC information

™
-

Sk Create
Logical network:  Intranet
VM network: INTRANET _POD1_SUBNET1

Cisco ("/fp/
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Connecting a VM to the Network

Using VM Networks and Port Classification

= Choose a VM network - St
= Choose IP address type (DHCP or 9 Connectedto s Hid ndwont

DMZ_POD1_SUBNETH v|

Wi subnet: DMZ_POD1_SUBNET1 v
— Choose IP pool for static IPs Dynarmic IP

Static IP (from a static IP Pool)

statically assigned)

= Choose Port Profile Classification

MAC Address
— Policy (QoS, Security, Monitoring) Bt
(® Static:
— A Classification refers to a Port Profile D Lt

® Logical switch

Logical switch: Mexus 10000 Switch v

Classification: DMZ_WWebServer v |

Cisco[l'l/f/
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SCVMM Networking

Putting it all together !

AP Pool 25 <
IP Pool 35 «—

P Pool 1> <

Port
Profiles
Guest access
Intranet client
Privileged intranet client
Web server

Port
Classifications

VM Network
DMZ_POD1 SUBNETI1
VM Network
DMZ_ POD1 SUBNET2
VM Network
DMZ_POD1_SUBNET3

VM Network
DMZ_ POD2_SUBNET1

J

s // \V

VM Network S ..IP Pool 6
( DMZ_POD2_ SUBNET?2 0
VM Network — 1 g
DMZ_POD2_SUBNET3\| >
Network Site ‘DMZ _POD2’ \

Logical Network ‘DMZ’

BRKVIR-2017
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SCVMM Networking with Nexus 1000V

Separation of duties between Network Admin and Server Admin

SCVMM manages the placement and live-

migration of the VMs based on the constraints
W W between VM networks and the network sites.

PRI ‘-'-'-'- __________________________________________ Server g
Admin

Nexus Vi ‘ ke \ Adds hosts to N1KV

1000V

VEM Connects VMs (VNICs) to VM

WS 2012 Hyper-V Networks

Networks & policies
synced to SCVMM

o e e e e e e

. o TT T T T Network
Nexus 1000V Create networks & policies = Admin

(logical networks, network
VSM .
sites, VM networks)

Cisco [ﬂ/&/
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Who Does IP Address Administration?

That depends on the customer environment

= Who decides on IP address ranges?
— Network admin
— SCVMM admin
= Who allocates IP Addresses?
— DHCP Server as part of network infrastructure
— SCVMM as part of VM creation and replication

Cisco [ll/fp/
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IP Pools for DHCP Servers

# ip-pool my-dhcp-pool
description “Pool for DHCP segments”
dhcp-support

Clients Servers

mj E] Di D] D] # network-segment mydhcpnetl
- a ip-pool my-dhcp-pool

- o # network-segment mydhcpnet?
mydhcpnetl 1p-pool my-dhcp-pool
DHCP
Server

live!



IP Pools Created for SCVMM by Nexus 1000V

IP Address Ranges Chosen by Network Admin, Individual IP Addresses allocated by
SCVMM

Logical Networks and IP Pools (3)

|# ip-pool DMZ POD1 Pooll
| Name | Subnet | Begin Address | End Address | Available Addr... ip—address 10.10.11.2 10.10.11.254

il subnet-mask 255.255.255.0
T gateway 10.10.11.1
aiy DMZ_ 1_Pool2 10.12.0/2 0.10.12.2 10.12.254 253
4 DMZ_POD1_Pool3 10.10.10.0/24 10.10.10.2 10.10.10.254 253 dns-servers 1392.168.1.2
52 DMZ_POD2_Pool 1020.11.0/24  1020.112 102011254 253 # network-segment DMz POD1 SUBNETI
i DMZ_POD2_Pool2 1020100724  1020.102 102010254 253 ip-pool DMZ POD1 Pooll
52 DMZ_POD2_Pool3 102012.0/24  1020.122 102012254 253

vfrr Fabric_Network_Cisco

way Intranet_POD1_Pool1 10.10.21.0/24 10.10.21.2 10.10.21.254 253 253 0
uly Intranet_POD1_Pool2 10.10.20.0/2¢ 10,10.20.2 10.10.20.254 233 233 0
oy Intranet_POD1_Pool3 10.10.22.0/24 10.10.22.2 10.10.22.254 253 253 0
iy Intranet_POD2_Pool1 10.20.20.0/24 10.20.20.2 10.20.20.254 253 253 0
s Intranet_PODZ2_Pool2 10.20.22.0/24 10.20.22.2 10.20.22.254 253 253 0
4y Intranet_POD2_Pool3 10.20.21.0/24 10.20.21.2 10.20.21.254 253 253 0

sscolive!
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IP Pools Created and Allocated by SCVMM

IP Address Ranges Chosen and Allocated by Server Admin

# network-segment mysubnetl

# <no reference to ip-pool>

Logical Networks and IP Pools (3)

[Name B | Subnet | Begin Address | End Address | Available Addr... | Available Addr... | Available Addr...
E wrDMZ
| 44s DMZ_POD1_Pool1 10.10.11.0/24 10.10.11.2 10.10.11.254 253 253 0

sau DMZ_POD1_Pool2 10.10.12.0/24 10.10.12.2 10.10.12.254 253 253 0

#di DMZ_POD1_Pool3 10.10.10.0/24 10.10.10.2 10.10.10.254 233 253 0

ads DMZ_POD2_Pool1 10.20.11.0/24 10.20.11.2 10.20.11.254 253 253 0

sdu DMZ_POD2_Pooli2 10.20.10.0/24 10.20.10.2 10.20.10.254 253 233 0

4du DMZ_POD2_Pool3 10.20.12.0/24 10.20.12.2 10.20.12.254 253 253 0

vt Fabric_Network_Cisco

® 11 Intranet

wau Intranet_POD1_Pool1 10.10.21.0/24 10.10.21.2 10.10.21.254 253 253 0
wiy Intranet_POD1_Pool2 10.10.20.0/24 10,10.20.2 10.10.20.254 233 233 0
iy Intranet_POD1_Pool3 10.10.22.0/24 10.10.22.2 10.10.22.254 253 253 0
4y Intranet_POD2_Pool1 10.20.20.0/24 10.20.20.2 10.20.20.254 253 253 0
«di Intranet_POD2_Pool2 10.20.22.0/24 10.20.22.2 10.20.22.254 253 253 0
iy Intranet_POD2_Pool3 10.20.21.0/24 10.20.21.2 10.20.21.254 253 253 0

BRKVIR-2017
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Agenda

= Cisco’s Virtual Networking Vision
= Cisco Nexus 1000V Portfolio Overview

= Cisco Nexus 1000V for Microsoft Hyper-V
— Product Overview
— Port-profiles & network segments
— SCVMM Networking Concetps
— Powershell & SCOM
— Deploying N1KV
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Powershell Interface for Nexus 1000V

#cmdlet PSSET.psl = $encodedContent = [System.Text.Encoding]::UTF8.GetBytes($obj)

param([string]$ip, [string]$api, [string]$obj)
= if($encodedContent.length -gt 0) {

_ - $req.ContentLength = $encodedContent.length
$name = read-host "vsm user id: - $requestStream = $req.GetRequestStream()
$pw = read-host "vsm password:" —AsSecureString : $requestStream.Write($encodedContent, 0, $encodedContent.length)
- $requestStream.Close()
$url = “http://{0Yapi/{1}" -f $ip, $api .

$req = [System.Net.WebRequest]::Create($url)

$ Method POST = [System.Net.WebResponse] $resp = $req.GetResponse();
reg.ivietno =" "

= if($resp -ne $null) {

[Strin9]$pW2 _ _ _ . $rs = $resp.GetResponseStream();
[Runtime.InteropServices.Marshal]::PtrToStringAuto([Runtime.|

nteropServices.Marshal]::SecureStringToBSTR($pw))

[System.|O.StreamReader] $sr = New-Object System.|O.StreamReader -
argumentList $rs;

$req.Credentials = New-Object System.Net.NetworkCredential [string] $results = $sr.ReadToENd():

-ArgumentList $name, $pw

return $results;

$req.PreAuthenticate = $true - )

C:\Users\userl>>> ./PSSET 10.193.196.201 vc/port-profile '{"name":
"pp-new", "description": "desc pp-new"}

live!

Successfully created "port-profile pp-new"



Jalasoft SCOM Plugin for Nexus 1000V

= Xian SCOM Plugin for Nexus 1000V

2R performance Data - OM12Demo - Operations Manager !E E
Fle Edit WView Go Tasks Tools Help
. IR o .
. M O I I Ito rS Menitoring <  Performance Data <
> éOperationsManager ;I Aot Logged m8:55 P4
> éSyntheticTransactiDn A4
- - . o éUND{-"LinuxComputers
> éWebAppIicatiUnTransactiUnMUnitDring
—_— Val a I I y al I > éWindDwsSer\tice.&ndProcessMonitonng
4 ._é}{ian Metwork Manager
ﬂAIIXianMonitoredNetworkDe\ticesSta‘be 34
. ﬂAIIXianMUnitUredSer\rersState
4 Cisco Mexus
— onnections et
jDiscoveryDiagram 2|
ﬂE\rents
- ﬂ Performance Data
EEE] state
— o o
= || Cisco Router o
> [ cisco switch - i E
- o
> || Flow =2
3 ]
4 p JalasoftXian
L e
g Connector LI
—
’ , n Show or Hide Wiews.., . . . i . . .
s YR 1/26/2013 8:54 PM 1/26/2013 8:56 PM 1/26/2013 8:58 PM 1/26/2013 9:00 PM 1/26/2013 9:02 PM 1/26/2013 9:04 PM 1/26/2013 5:06 PM
. .._. Monitoring Legend v
— B al IdWI dtl l ﬁ‘ Authoring \J Loak for: Items by text search - neti x|
— . Show  Color  Path Target Rule Ohject Counter Instance Scale Easeline
i | Reporting
[[ = aIN-U1D7CEL, wethernetl (469, Interface operat., WIN-U1OTCSIPK., Cisco Mexusint., DOC3-WEM-N1KW-1 1x Mo
¢ Administration i 6AMIN-ULOTCE),  Wethernetl (469.., Total traffic WIN-ULOTCEIPE,, Cisto MexusTob., DCRWERMNIRGL 1x Ha
@ My Workspace
Ready
E Q= | == |l i Ci; || o 5 9:08 PM
f.'Start| = | — {V‘- S| & dy [ T 1jz6jz013
’
g -
ISCO
- ’
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Agenda

= Cisco’s Virtual Networking Vision
= Cisco Nexus 1000V Portfolio Overview

= Cisco Nexus 1000V for Microsoft Hyper-V
— Product Overview
— Port-profiles & network segments
— SCVMM Networking Concetps
— Powershell & SCOM
— Deploying N1KV
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Deploying Nexus 1000V on Hyper-V

HOStS
Deploying Nexus 1000V on Hyper-V

— Install Nexus 1000V VMM Provider on SCVMM

— Create & Configure N1KV VSM Virtual machine

— Register N1KV with SCVMM as a switch extenstion
— Create a logical switch associated with N1KV

— Identify the scope of the logical switch

Adding host(s) to Nexus 1000V
— Select host(s) in SCVMM
— Add logical switch (select physical adapters to be used as uplinks)

= Attaching VMs to Nexus 1000V

Cisco(l'l/fp/
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Deploying Nexus 1000V Using Installer

Standard or Custom Installation options

_
Cisco Mexus 1000V Installer App =R TR T

il

' Cisco Nexus 1000V Complete Installation
) Standard 1 Custom I
[ ] ' | l | l I ' [ | > Wirtual Ethernet Module Installation
CISCO_ '
Nexus 1000V Hexus 1000V will be installed in "Essential’
edition. For Advanced edition, execute N

'sus switch edition Advanced"
after installation.

E=it

J
4]
L T I

Cisco [ll/f/
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Deploying Nexus 1000V Using Installer
Enter SCVMM Credentials

Cisco Nexus 1000V Hyper-V Installer App
Ii Steps SCYMM Server Credentials

1. Prerequisites
¥MMM Server Credentials

syl IP 10.193.199.233

Fram e 3. Standard Configuration Data Port (§ttps only) 1443 Cu rre nt ACtlve
o 4, Standard Configuration Rewview SCVMW User ID | adminiskrakor
@) Ut| NN g th e 5. Configuration Review SCYME Password [k fram €

Installation
stpes

CISCO. Navigation pane
Nexus 1000V at the bottom

< Prev ] [ Blesck = ] | Finish | [ Cancel CiSCO [(Vf I/

BRKVIR-2017




Deploying Nexus 1000V Using Installer

Choose Host for Active and Standby VSM VM

BRKVIR-2017

|| Cisco Nexus 1000V Hyper-V Installer App SN

Steps

Standard Configuration Data

1. Prerequisites

2, SCYMM Server Credentials

3. standard Configuration Data
4, standard Configuration Review

[ Import Configuration l

Haosk 1

—IF' address [ Mame 172,29 2797, 746
&, Configuration Rewiew [ Eigiice ]
Data Stare datastorel [ Browse ]
Hi
IF Address | Mame 172.23.233.106 [ Browse ]
Data Store dataskore? [ Browse ]
Wirtual Machine Mame Plescus 1000y
I50 Image Location w\Deskkopnewus-1000y,.4,2,1,5%1.5.1,58.0va [ Browse ]
¥3M IP Address
3 l I l 0 l I l 0 192,168.0,10
Subnet Mask, 2CE 255 2550
C I S c o izateway IP Address 10,104,244, 159
Damain ID
Nexus 1000V !
Management VLA BidE
Save Configurakion
i
= Pres ] [ Mext = Einish

Cisco(l'l/fp/
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Deploying Nexus 1000V Using Installer

Summary Configuration Screen
|4 Cisco Nexus 1000V Hyper-V Installer App " T (o Lo |

Steps Standard Configuration Review

1. Prerequisites

2. SCYMM Server Credentials
3, Standard Configuration Data
4. Standard Configuration Review Ll SHare |dat55tﬂf31 |
5, Configuration Review Host 2

IF Address | Name | 172,23 233106

Daka Stare |-:|al:ast|:|n32

Host 1 -
IP Address [ Mame | 172,23, 293,246 |

Yirkual Machine Mame |Nexu51lIIDD'v'

|
|
|
130 Image Location |'::'l,L|5EFSII,WEIEhEIU'l,DESk.tDDII,I'IE}:US-1|:||:||:|'-.-'.4.2. 1.3%1.5.1.58.0va |
WSM IP Address 192.168.0,10 |
|
|
|
|

Subnet Mask 255.255,255.0 |
Gakteway IP Address  |10.104.744.159
l'lllllll | |
Damain 10 |1
C I s c o Management YLAN |545
Nexus 1000V
i
|
[ |
|

| <prev || mexts || Frsh || cancel | Cisco (l'V6’/

BRKVIR-2017 |l| 73




Deploying Nexus 1000V Using Installer

Deployment status

BRKVIR-2017

|4 Cisco Nexus 1000V Hyper-V Installer App EENEEEE)

Steps

Configuration Review

1. Prerequisites

2. SCWMM Server Credentials

3, Standard Configuration Data
4, Standard Configuration R.eview
5. Configuration Review

st]oan]n
CISCO.

Nexus 1000V

Installation Progress:

4
>

iZonfiguring Logical Metwarks an SCYRMM
Configuring WM Mebworks on SCYRM
i_reating Logical Switch and Mative Port Profiles on SCYMM
Creating Makive Uplink Port Profile on SCYRMPM
Creating Mative YWirtual Port Profile on SCYMM
fissigning Mative Port Profiles to Logical Swikch
iCreating Logical Switch Instance (virtual Switch) on Hosk)
Creating and Deployving Mexus1000Y Y3k WM From SCYMM using 150
Powering On WSk

Configuring YSmM

’ Finish ” Cancel ]

Cisco[l'l/fp
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Publishing Logical Networks
Nexus 1000V VSM publishes Logical Networks to SCVMM

Fabric £ | Logical Networks and IP Pools (2)

4 ﬁ Servers |

4 & Networking Mame Subnet Begin Address End Address
i Logical Metworks | fiECﬂ
W MAC Address Pools 1 Nexus1000V_Demo_Logical_Network
27 Load Balancers
g VIP Templates

0 Switch Extension Managers Network sites

. Logical Switches
@ Native Port Profiles
(@) Port Classifications i/ Add == Remove

fr] Mexus1000V_Dema_.. Host groups that can use this network site:
= L] 3 i Hosts
i Mexus 1000V _Demo

Metwaork sites can be added to a legical network to associate VLANs and subnets to host groups.

Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:20CD:1834F:3A20: /64,

Associated VLANs and P subnets:

VLAN IP subnet Insert row

Delete row

Metwork site name: Mexus1000V_Demo_ LMD /

Cisco ((Vf:
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Add a Host (VEM) to Nexus 1000V

Configure Logical switch & Uplink on one or more Physical adapters

= Select Fabric tab

= Select the host

= Right-Click for Properties
= Select Virtual Switches

= For each uplink, select N1KV
as the logical switch & the
uplink port-profile

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved.

General

Status

Hardware

Host Access

Virtual Machine Paths
Reserves

Storage

Placement

Servicing Windows

Custom Properties

View Script

node-1920.sandtiger.cisco.com Properties .

Virtual Switches

MNew virtual switches can be created on a host network adapter. An existing virtual switch can be
removed, but all virtual machines using it will be disconnected.

Logical switch: = B

Uplink: -

Qlogic 10Gb PCI Ethernet Adapter (Ethernet &)

This adapter is not bound to any virtual switch. Select a logical switch and uplink port profile to create
a new virtual switch.

Connect this adapter to a virtual switch using the following settings:

Logical switch: | Nexus 1000V Switch

Uplink: MNew Uplink Port Profile Set 0 =

Clogic 10Gb PCI Ethernet Adapter #2 (Ethernet 7)

This adapter is not bound to any virtual switch. Select a logical switch and uplink port profile to create
a new virtual switch.

Connect this adapter to a virtual switch using the following settings:

Logical switch: | Nexus 1000V Switch

Uplink: MNew Uplink Port Profile S5et 0 B

(4

ok Cancel

wISCOWVY Ly
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Add a Veth to a Host (N1KV VEM)

Configure Logical switch & Uplink on one or more Physical adapters

Ll EmployeeVM Properties
(11 - ”
. Se eCt VM & Sewlces tab General HSEI'-.-'E Az Mewn o Disk S0 Adapter b DVD B8 Metwork Adapter Remuowve
1 processar | B Metwork Adapter 1
Status
= Select the host Moy _— -
045 ME onnechivity
id e O () Mot connected
oppy Drive )
" Se eCt tqe VM . Mo Media Captur... ® Connected to a WM network:
Checkpoints :
1? COm T WhA netwrark: | IntranetProd W
. . . N
= Right-Click for Properties Custom Prperte o | R e e "
. . _ Mire : Dwrarnic [P
= Select Hardware Configuration | =" K, Video Adaptr tsicIP (o s stutc P ool
Default videno ad...
Actions . . MAC Address -
% Bus Configuration =
= Select Network Adapters - & 0% Devies Dyramic
>ervicing Windows 2 Devices attach. .. Static
I Ernployeeihd :
= Select VM Network and Logical | sesenence: s Emplayee 1 siteh Por
. i . ® Logical switch
0 Virual DVD .
Swilch
" ot
% MNetwork Adapters D Wirtual suvikch
B MNebwork Adapt.,
Conecied fo fnf.. | v | v
View Script oK Cancel
BRKVIR-2017 © 2013 Cisco and/or its e s iyt re ServeT SrSCO TS




Agenda

= Cisco’s Virtual Networking Vision
= Cisco Nexus 1000V Portfolio Overview

= Cisco Nexus 1000V for Microsoft Hyper-V
— Port-profiles & network segments
— SCVMM Networking Concetps
— Powershell & SCOM
— Services using vPath
— Deploying N1KV
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Demo Topology

Nexus that \_/veb-server access Is
¥ ¥ & ¥\ VEM rEStnCted:

1000V
Win 2012 Hyper-V Win 2012 Hyper-V ° Employee can access
e Contractor Is restricted

Eﬁi\@/ E\*/HI Configure the port-profiles so

y
\\/. NAM (or any other monitoring

tool) can be configured to
analyse the VM-to-VM traffic
using ERSPAN on N1KV.

Nexus 1000V VSM
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Cisco Nexus 1000V for Hyper-V Summary

Consistency for Investment protection & Reduced operational risk

o

1 17T |
Nexus 1000V

VEM

Microsoft*
ll

= Hyper-V

\. y

‘ Server '

BRKVIR-2017

. Advanced NX-OS feature-set
’ Tight integration with SCVMM

1
1
'
> ) . Services architecture with vPath

Nexus 1000V
VSM
A

&

System Center
Virtual Machine Manager 2012
.

. Consistent operational model
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Cisco Virtual Networking Solution Summary

Multi Hypervisor

Multi-Service

Multi-Cloud

Consistent Feature-set

Consistent Network Services
Consistent Operational Model

BRKVIR-2017

Powered by Nexus 1000V

© 2013 Cisco and/or its affiliates. All rights reserved.

VMware vSphere
WS 2012 Hyper-V
Xen Server, KVM

Validated Designs

Converged Infrastructure
Virtual Desktop
DC to DC VM Migration
DC-wide Mobllity
Secure Multi-tenancy
Private & Public Clouds

VSG, ASA1000V
VWAAS, CSR
Ecosystem Partners

vCloud Director
SCVMM
Openstack, CIAC,...

Reduced time to deploy
Reduced Risk
nvestment Protection

Cisco(l'l/fp/
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Agenda

= Cisco’s Virtual Networking Vision
= Cisco Nexus 1000V Portfolio Overview

= Cisco Nexus 1000V for Microsoft Hyper-V
— Port-profiles & network segments
— SCVMM Networking Concetps
— Powershell & SCOM
— Services using vPath
— Deploying N1KV

O\ SNX8N 00817

Cisco Nexys 1000V
S
: sof:'ware Switch for VMw
Phere and VCloyqg Directac: :
r

NYC

= Demo

Q&A Nexus 1000V
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Resources

- Reference Solutions
- Webinars

- Deployment Guides, White Papers, Cheat Sheets
- CloudLab — On-line lab foL N1KV & VSG




Reference Solutions
With Nexus 1000V, Nexus 1010, VSG & VWAAS

= vBlock with Nexus 1000V: Vblock with VSG and vVWAAS
= FlexPOD with Nexus 1000V and Nexus 1010
= Virtual Multi-tenant Data Center with Nexus 1000V

= Virtual Desktop
— 1000V and VMware View
— 1000V and Citrix XenDesktop
— 1000V and VSG Iin VXI Reference Architecture
= Virtual Workload Mobility (aka DC-to-DC vMotion)
— Cisco, VMware and EMC (with 1000V and VSG)
— Cisco, VMware and NetApp (with 1000V and VSG)

« PCI 2.0 with Nexus 1000V and VSG Cisco(iVL”./
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http://www.vce.com/pdf/solutions/vce-vblock-infrastructure-reference-architecture.pdf
http://www.vce.com/pdf/solutions/vce-vblock-infrastructure-reference-architecture.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.vce.com/pdf/solutions/vce-cloud-service-assurance.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/flexpod_vmware.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VMDC/1.1/design.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/vmware/cisco_VMwareView.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/ucs_xd_vsphere_ntap.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/Virtualization/ucs_xd_vsphere_ntap.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/VXI/configuration/VXI_Config_Guide.pdf
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/EMC/dciEmc.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Enterprise/Data_Center/DCI/4.0/Netapp/dciNetapp.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html
http://www.cisco.com/en/US/docs/solutions/Verticals/PCI_Retail/PCI_Retail_DIG.html

N1K Public Webcasts, Fall 2012

Webinar Link:

Date
9/26/2012

9/27/2012
10/3/2012

10/10/2012

10/24/2012
10/31/2012
11/7/2012

11/14/2012

Technical Track Topics Webinar
Nexus 1000V on Hyper-V with Windows Server 2012 ( )

Nexus 1000V 2.1: Latest Innovations in Virtual Machine Networking (w/ demo)
Best Practices for Deploying VXLAN w/ N1KV

Cisco's Open Network Environment (ONE) update — includes network
programmability, controller & OF, virtual overlays & open clouds

Securing Clouds with ASA 1000V and VSG w/ vPath 2.0

Cloud Services Router (CSR) 1000V: Connect to provider-hosted
clouds

Openstack @ Cisco & Quantum support for Nexus 1000V on KVM

Nexus 1000V for Hyper-V: Enable Multi-hypervisor & Multi-service
Clouds (w/ demo)

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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http://www.cisco.com/go/1000vcommunity
http://blogs.cisco.com/datacenter/windows-server-2012-and-virtual-networking-environments-webinar/
https://www.vconferenceonline.com/event/regeventweb.aspx?id=734&cid=eventscentral
https://communities.cisco.com/docs/DOC-31288
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=63434547&rKey=c9ab057b5d0e6946
https://communities.cisco.com/docs/DOC-31287
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=63534972&rKey=53f4559bd227a17c
https://communities.cisco.com/docs/DOC-31312
https://communities.cisco.com/videos/10013
https://communities.cisco.com/docs/DOC-31687
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=63958952&rKey=c4e132685721aa14
https://communities.cisco.com/docs/DOC-31550
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=64103532&rKey=79cd688ad0aeba03
https://communities.cisco.com/docs/DOC-31630
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=64243657&rKey=be8c79dc87ef79d5
https://communities.cisco.com/docs/DOC-31704
https://cisco.webex.com/cisco/lsr.php?AT=pb&SP=EC&rID=64383927&rKey=3ff0f765675a802e
https://communities.cisco.com/docs/DOC-31811

N1K Public Webcasts, Spring 2012

Webinar Link:
Date Technical Track Topics Webinar Preso
2/14/12 Virtual Security Gateway (VSG) v1.3
2/22/12 Nexus 1000V v1.5 Technical Deep Dive
2/29/12 Nexus 1010-X v1.4 Technical Deep Dive
3/7/12 VWAAS and Nexus 1000V Technical Deep Dive
3/14/12 FlexPod & Nexus 1000Vv/1010
VMDC QoS for Hybrid Cloud-based Multimedia Services
3/21/12 with the Nexus 1000V
3/28/12 Vblock & Nexus 1000V / VSG / vVWAAS
vCloud Director, Nexus 1000V, and VXLAN Technical Deep
4/4/12 Dive
Cisco's CloudLab Deep Dive: Hands-on labs for N1KYV,
4/11/12 VSG & VXLAN
4/18/12 NAM and DCNM on the Nexus 1010 and 1010-X

Cisco [ l 'l/f I/

BRKVIR-2017
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http://www.cisco.com/go/1000vcommunity
http://www.brighttalk.com/webcast/279/41259
https://communities.cisco.com/docs/DOC-28457
http://www.brighttalk.com/webcast/279/41261
https://communities.cisco.com/docs/DOC-28548
http://www.brighttalk.com/webcast/279/41263
https://communities.cisco.com/docs/DOC-28620
http://www.brighttalk.com/webcast/279/41265
https://communities.cisco.com/docs/DOC-28688
http://www.brighttalk.com/webcast/279/41267
https://communities.cisco.com/docs/DOC-28834
http://www.brighttalk.com/webcast/279/41269
https://communities.cisco.com/docs/DOC-28893
http://www.brighttalk.com/webcast/279/41271
https://communities.cisco.com/docs/DOC-28943
http://www.brighttalk.com/webcast/279/41277
https://communities.cisco.com/docs/DOC-29110
http://www.brighttalk.com/webcast/279/41279
https://communities.cisco.com/docs/DOC-29182
http://www.brighttalk.com/webcast/279/45925
https://communities.cisco.com/docs/DOC-29279

N1K Public Webcasts, Fall 2011

Webinar Link: www.cisco.com/go/1000vcommunity

Date Technical Track Topics Webinar Preso
1127 Long Distance vMotion with Nexus 1000V and VSG
PCI Reference Architecture with Nexus 1000V and
8/10 . .
Virtual Security Gateway
10/05  Nexus 1000V, VXLAN, and vCloud Director
10/12  Virtualized Multi-Tenant Data Center (VMDC)
10/19  Nexus 1010 v1.3 - What's New?
10/26  Virtualised Workload Mobillity - Latest Design Guidance
11/02  UCS and Nexus 1000V - Best Practices
11/09 Virtual Security Gateway (VSG)

What's new? What's coming?

BRKVIR-2017 © 2013 Cisco and/or its affiliates. All rights reserved.
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http://www.brighttalk.com/webcast/279/31615
https://communities.cisco.com/docs/DOC-26161
http://www.brighttalk.com/webcast/279/35087
https://communities.cisco.com/docs/DOC-26898
http://www.brighttalk.com/webcast/279/35089
https://communities.cisco.com/docs/DOC-26979
http://www.brighttalk.com/webcast/279/35091
https://communities.cisco.com/docs/DOC-27059
http://www.brighttalk.com/webcast/279/35093
https://communities.cisco.com/docs/DOC-27144
http://www.brighttalk.com/webcast/279/35095
https://communities.cisco.com/docs/DOC-27213
http://www.brighttalk.com/webcast/279/35097
https://communities.cisco.com/docs/DOC-27272

N1K Public Webcasts — Spring 2011
Webinar Link:

Date  Business Track Topics ~ Webinar Preso Q&A  pyie Technical Track Topics Webinar Preso Q&A
Nexus 1000V/1010 Overview
3/22 and Update
P Nexus 1000V v1.4 Features &
Virtual Network 3/29 Install Overview
Services: Virtual Service
4/05 Datapath (vPath), Network (Installation Screencasts )
Analysis Module (NAM),
Virtual Application .
Acceleration (VWAAS) 4/12 Nexu_s 1010 Overview & Best
Practices
Virtual Security Gateway
4/19 (VSG) Overview 4126 Virtual Security Gateway (VSG)
(Installation Videos: ) Technical Overview
Journey to the Cloud w/
5/03 N1KV: vCloud Director & 5/10 (N)exus_ 1000V Key Features
Long Distance vMotion VEIview
5117 Secure Virtual Desktop with 5/24 Nexus 1000V Troubleshooting
Nexus 1000V & VSG /
Cisco [ { Vf ;
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http://www.cisco.com/go/1000vcommunity

N1K Public Resources

= CCO Links = Cheat Sheets

— 1000V: www.cisco.com/go/1000v — Nexus 1010 Configuration Cheat Sheet v.2.0
— https://communities.cisco.com/docs/DOC-28188

— 1010: www.cisco.com/qo/1010

— Nexus 1000V with UCS Configuration Cheat Sheet v.1.1

— VSG: www.cisco.com/qo/vsg N .
— https://[communities.cisco.com/docs/DOC-28187

— VNMC: www.cisco.com/go/vnmec

_ — More on the way
— VWAAS: www.cisco.com/go/waas

— NAM on 1010: www.cisco.com/go/nam = Deployment Guides

— Nexus 1000V Deployment Guide

= White papers:
— Nexus 1000V on UCS — Best Practices

— Nexus 1000V and vCloud Director

— N1K on UCS Best Practices

— Nexus 1000V QoS White paper (draft)
— VSG and vCloud Director (draft)

— VWAAS Technical Overview, VWAAS for Cloud-ready WAN
Optimization

— Nexus 1010 Deployment Guide
— VSG Deployment Guide

= My Cisco Community:
www.cIsco.com/go/1000vcommunity

Cisco ("/f:/
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http://www.cisco.com/go/1000v
http://www.cisco.com/go/1010
http://www.cisco.com/go/vsg
http://www.cisco.com/go/vnmc
http://www.cisco.com/go/waas
http://www.cisco.com/go/nam
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
https://communities.cisco.com/docs/DOC-28419
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-650440.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
https://communities.cisco.com/servlet/JiveServlet/downloadBody/25337-102-1-42993/VSG_VCD_0.3.pdf
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/technical_overview_c17-620098.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
http://www.cisco.com/en/US/prod/collateral/contnetw/ps5680/ps11231/solution_overview_c22-620028.html
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28188
https://communities.cisco.com/docs/DOC-28187
https://communities.cisco.com/docs/DOC-28187
https://communities.cisco.com/docs/DOC-28187
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/guide_c07-556626.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/guide_c07-556626.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c11-558242.html
http://www.cisco.com/en/US/prod/collateral/switches/ps9441/ps9902/white_paper_c07-603623.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/en/US/prod/collateral/modules/ps2706/ps11208/deployment_guide_c07-647435_ps9902_Products_White_Paper.html
http://www.cisco.com/go/1000vcommunity

Cisco Cloud Lab

= Hands on labs available for Nexus
1000V and VSG in Cloud Lab

= Open to all Cisco employees

= Customers/Partners require
sponsorship from account team for
access via CCO LoginID

= Extended duration lab licenses for
1000V and VSG are available upon
request

Welcome to Cisco CloudLab

Flease select one of the available labs, by clicking on its name. Howver owver the lab name
content.

Available labs:

« Cisco Nexus 1000V - Basic Introduction (MN1K000111)

« Cisco Mexus 1000 - Installation {(N1K-000211}

« Cisco Nexus 1000 - Upgrade to 1.4 {(N1K000310)

« Cisco Virtual Security Gateway (WSG) - Introduction (WSi-000110)
« Cisco Nexus 7000 - Introduction to NX-0S5 (M7K 000110}

« Cisco Dverlay Transport Virtualization {(OTY) (M7K 000210}

« Demo: Cisco Nexus 1000% (Pre-Configured) (M1K-100111)

« Demo: Cisco Yirtual Security Gateway (WSGI(Pre-Configured) (WS G-100110)

live!


https://cloudlab.cisco.com/

Additional N1K Public Links

= N1K Download and 60-day Eval: www.cisco.com/go/1000vdownload

= N1K Product Page: www.cisco.com/go/1000v

= N1K Community: www.cisco.com/go/1000vcommunity
= N1K Twitter www.twitter.com/official 1000V
= N1K Webinars: www.cisco.com/ao/1000vcommunity

= N1K Case Studies: www.tinvurl.com/nlk-casestudy

= N1K Whitepapers www.tinyurl.com/nlk-whitepaper

= N1K Deployment Guide: www.tinyurl.com/N1k-Deploy-Guide

= VXI Reference Implementation: www.tinyurl.com/vxiconfigguide
= N1K on UCS Best Practices: www.tinyurl.com/N1k-On-UCS-Deploy-Guide

Cisco ["/5:/
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http://www.cisco.com/go/1000vdownload
http://www.cisco.com/go/1000v
http://www.cisco.com/go/1000vcommunity
http://www.twitter.com/official_1000V
http://www.cisco.com/go/1000vcommunity
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-casestudy
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/n1k-whitepaper
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/N1k-Deploy-Guide
http://www.tinyurl.com/vxiconfigguide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
http://www.tinyurl.com/N1k-On-UCS-Deploy-Guide
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Complete Your Online Sessmn
Evaluation R

Give us your feedback and receive
a Cisco Live 2013 Polo Shirt!

Complete your Overall Event Survey and 5
Session Evaluations.

= Directly from your mobile device on the
Cisco Live Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located

<

» Don’t forget to activate your
throughOUt the venue [lw’/ Cisco Live 365 account for
Polo Shirts can be collected in the World of access to all session material,

Solutions on Friday 8 March 12:00pm-2:00pm  communities, and on-demand and live activities throughout
the year. Log into your Cisco Live portal and click the

"Enter Cisco Live 365" button.
Cisco (l Vfr
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