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Agenda

= Overview of UCS and Components
= Hardware Abstraction

= Network Abstraction

= |Innovative Technologies

= Multi-Tenant & Security

= Monitoring & Fault Alerting
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Cisco Unified Computing System
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-~ Any IEEE Compliant LAN
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SAN B

\._ Any ANSI T11 Compliant SAN-.

f\.}/ Mgmt  /
One Logical Chassis
to Manage 160 Servers

LAN Connectivity
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Cisco UCS Architecture

APIs

UCS Manager

Fabric Interconnects —— |SS¥ s

< Fabric Extenders

Compute
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Unified Management

UCS Manager

Unified Management
A Single Unified System
For Blade and Rack Servers

UCS Service Profile - ‘ ::: |: ::: -
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S'[C erver Polic! — - I— e B

Server Policy
C-Series Rack B Series Blade Servers

Optimised Servers

* Integral part of UCS system  Open API
» Manages all aspects of the UCS * Integrated Automation
« Single point of management for UCS » Add capacity without complexity
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UCS Benefits

Unified Management

Fabric
Interconnects

UCS C-series
Il Virtual
UCS B-Series Adapters

Fabric
Extenders
3 High
Unified
Performance
Management Virtual Networks

Industry-leading Highest Scale

compute without .. .
compromise Unified Fabric

Cisco(l'l/&/

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public 8




Building Blocks of Cisco UCS

An Integrated System Optimises Data Centre Efficiency

UCS Manager
 Embedded—manages entire UCS Domain

Fabric Interconnect
 10GE unified fabric switch

Chassis IO Module
« Remote line card

Blade Server Chassis
» Flexible bay configurations

Blade and Rack Servers
« Xx86 industry standard
« Patented extended memory

/O Adapters
» Choice of multiple adapters
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Building Block Connectivity
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20G per Chassis 40G per Chassis

= \WWire Once Architecture
= All inks can be active all the time
= Policy-driven bandwidth allocation

= Virtual interface granularity

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved.
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Wire for Bandwidth, Not Connectivity

160G per Chassis
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Unified Computing System Manager
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A Cisco Unified Computing System Manager - uktme-ucs
Fault Summary 2 @
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(- Chassis 1
i m-[H Fans

-- 10 Modules

s Eess
| [Hagp Servers

=8 ack-Moun

- nsion Module
i [-lgs Fans
; PSUs

E|ﬂ Fabric Interconnect B {primary)
[+ B8 Fixed Module
¢} EEH Expansion Module 2

-- Fans
- PSUs

= All Links Up —— Some Links Down = All Links Down

Save Changes Reset Values

L Logged in as tsalli@uktme-ucs | | | | | System Time: 2011-04-04T14:17

Embedded device manager for family of UCS components

Enables stateless computing via Service Profiles

Efficient scale: Same effort for 1 to N blades

APIs for integration with new and existing data centre infrastructure
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UCS Manager

= Single point of management for UCS system of
components

- Custom Portal or Tools —Adapters, blades, chassis, fabric extenders, fabric
interconnects

Systems Management
Software = Embedded device manager

—Discovery, Inventory, Configuration, Monitoring,
v.__J Diagnostics, Statistics Collection
[ UCS Manager H

—Coordinated deployment to managed endpoints

» APIs for integration with new and existing data
centre infrastructure

—SMASH-CLP, IPMI, SNMP

—XML-based SDK for commercial & custom
implementations

Cisco ("/6/
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Management Protocols

CIM XML

SMASH CLP

Call-home

Remote KVM W B UCS CLI and GUI

- UCS XML API

Serial Over LAN
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UCS Centrale

Multi-UCS Manager

.qq

UCS Manacgear Ur:.S Manager UCS Managear

UCS Manager UCS Manager

e — — g ——— — e, e 1S | e — S f——— — - e D 1 | | Jo— — - — e

SNz |

» Unifies management of multi UCS * Delivers global policies, service profiles, 1D
domains pools, and templates
» Leverages UCS Manager technology * Foundation for high availability, disaster
« Simplify global operations with centralised recovery, and workload mobility
iInventory, faults, logs, and server consoles * Model based API for large scale
automation
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UCS Technical System Architecture

Virtualising More than the Server

= One way Is to scale out a compute platform on cheap commodity
servers and implement services on this platform.
The DC network provides L2/L3 connectivity between compute nodes and end-users.
The value is in the APIs the end-user has access to within the compute layer (not network).

Built for application developers and Internet companies using web services based applications.

= The other Is looking ahead and implementing a Next-Gen computing
platform

Support Enterprise Class features.

Treating network and compute resources as equally important to scale, secure and provide
differentiated services.

Built for Enterprises looking to adapt to Cloud infrastructure automation with option of
sharing/bursting IT services to a Cloud Compute Platform.

Cisco(l'l/f/
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What is a “stateless” computing

architecture?

= Stateless client computing Is where every compute node has
no inherent state pertaining to the services it may host.

" [n this respect, a compute node IS just an execution engine
for any application (CPU, memory, and disk — flash or hard
drive).

* The core concept of a stateless computing environment Is to

separate state of a server that is built to host an application,
from the hardware it can reside on.

» The servers can easily then be deployed, cloned, grown,
shrunk, de-activated, archived, re-activated, etc.

Cisco(l’l/f/
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What I1s our Unified Computing

Architecture?

» We start with a data model of the existence, identity, and
configuration of a Server and Its various sub-components

= We grow this data model to include the upstream I/O needs
to include the configuration of the upstream ports that face

this server

= We include policies to define groupings of these servers,
priorities, security segmentation, and many others

= We probe newly inserted hardware, to classify and get them
ready for deployment* and map these desired server models
to the actual hardware when servers are required

Cisco(l'l/f/
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Traditional Servers

Hardware Centric

= Servers are specifically
purchased for
applications

= Hardware dictates the
identity of the servers

= Management of servers
handled individually or
through add-on
software

Cisco ("/6/
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UCS Technologies for Elasticity
A Traditional Server (Server has state on every host)

Server Name = vmhost-clusterl-1 SAN Config
= UUID = 12345678-ABCD-9876-5432-ABCDEF123456 (Burned In) . SAN Connection for Server = HBA PHYSICAL PRESENCE IN SERVER
= Description = ESX4-1 - Host in Cluster 1 . Node ID = BURNED IN
. Network Side LAN Config . Adapter PCI Order = PHYSICAL INSERTION TO RISER
—  Adapter PCI Order = PHYSICAL INSERTION TO RISER . Adapter Parameters = MANUALLY Setup through boot utility
—  Number of NIC’s = PHYSICAL PRESENCE IN SERVER . VvHBAO Switch = PHYSICAL CONNECTION to Switch A
—  VNICO Switch = PHYSICAL CONNECTION to Switéh A ’ VHBAOQ VSAN = VSANI-FabricA (COORDINATION)
. vHBAO WWPN = BURNED IN
— VNICO VLAN Trunking = Enabled (COORDINATI
. vHBA1 Switch = PHYSICAL CONNECTION to Switch B
—  VvNICO Nativ .
. vHBA1 VSAN = VSAN1-FabricB (COORDINATION)
— VNICO Allowed VLANs =101,102,103... (COORDINATION) ; VHBAL WWPN = BURNED IN
—  VNICO MAC Address = BURNED IN . iSCSI Boot Setup? = Option ROM to configure per server
= VNICO QoS policy = MQC COMMANDS PER PORT Boot order = MANUALLY Setup within the BIOS
—  VNIC1 Switch = PHYSICAL CONNECTION to Switch B V Virtual CD-ROM
— VNIC1 VLAN Trunking = Enabled (COORDINATION) 2 VvHBADO, 50:00:16:aa:bb:cc:0a:01, LUN 00, primary
—  VNIC1 Native VLAN = VLAN 100 (COORD (COORDINATION)
—  vNIC1 Allowed VLANs = 101,102,103 3. vHBAL, 50:00:16:aa:bb:cc:0b:01, LUN 00, secondary
VNIC1 MAC Address = BUR (COORDINATION)
4. vNICO

Server Side LAN C

Host Firmware = BURNED IN For: Disk Controller, BIOS Version, HBA Option ROM, NIC,
VNICO Network = PHYS

ONNECTION Switch A ** Mainboard, etc.

—  VNIC1 Network = PHYSICAL CONNECTION Switch B ** Management Firmware Policy = BURNED IN on BMC

— Bonding Driver = MANUALLY Setup Intel PROset IPMI Access = ANYONE ON MANAGEMENT NETWORK

—  VLAN Interfaces = MANUALLY Setup Intel PROset for 100,101,102,103,... Serial-over-LAN access = PHYSICAL CONNECTION OF SERIAL PORT

—  ESX Networking = MANUALLY Setup multiple vSwitches, VLAN Tags, vCenter PortGroups Monitoring Threshold Policy = MANUAL THRESHOLDS FOR ALL COMPONENTS
= Local Storage = 73GB, 10k RPM, Disk1 73GB, 10k RPM, Disk2 BIOS Settings = MANUALLY SET FOR ALL CUSTOMISATIONS AND USAGE
. RAID = MANUALLY Setup through boot utility 0S Configuration = Create Linux bond.0, or Windows Team

Cisco [l'l/f:
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UCS Technologies for Elasticity

XML Objects are Fundamental

-

Tools (IPMI, NX-OS,
CIM XML, SMASH CLP,

etc.)

~

Raw XML

)
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UCS Technologies for Elasticity
Open XML Development — No UCS Hardware Required

e . )
/ Customer Business Tools \ Firefox
(Business Process Mgmt Software, (Object Browser)
BBBBBBBBBBBBBBBBBB
i tc.)
[ visore. html ]
[ Raw XML ] 3 =/

.......................... | XML/HTTP

..* ......
1 UCSM
_ [ XML API ) Platform
Single Source of Emulator
Truth Database ~ ...... |
,,,,,,,,,,, { OME
J
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UCS Service Profiles

Workload Centric

= Servers are specifically
purchased for additional | .~

HBA WWNs

capacity and provide Serveruui

VLAN Assignments

service elasticity e

FC Boot Parameters

Number of vNICs

= Server identities are

PXE settings

defined by the service L,

prOﬂ Ie Call Home

Template Association
Org & Sub Org Assoc.

= Management of servers St s

BIOS scrub actions

provided through the

BIOS firmware

Adapter firmware

very system that

defines them (UCSM). e e

BIOS Settings
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UCS Service Profiles

A UCS Server (not a blade, but an XML object in database)

Server Name = vmhost-clusterl-1 SAN Config
. UUID = 12345678-ABCD-9876-5432-ABCDEF123456 (Burned In) . SAN Connection for Server = HBA PHYSICAL PRESENCE IN SERVER
. Description = ESX4-1 — Host in Cluster 1 ‘ Node ID = BURNED IN
. Network Side LAN Config . Adapter PCI Order = PHYSICAL INSERTION TO RISER
_  Adapter PCI Order = PHYSICAL INSERTION TO RISER . Adapter Parameters = MANUALLY Setup through boot utility
. vHBAO Switch = PHYSICAL CONNECTION to Switch A
— Number of NIC’s = PHYSICAL PRESENCE IN SERVER
. VHBAO VSAN = VSAN1-FabricA (COORDINATION)
—  VNICO Switch = PHYSICAL CONNECTION to Switch A
. vHBAO WWPN = BURNED IN
- VNICOVEAN Rl o (G R DINATION) - VHBAL Switch = PHYSICAL CONNECTION to Switch B
— VNGO e 7 e AU KGR DINATION) - VHBAL VSAN = VSANI-FabricB (COORDINATION)
- Q iSCSI Boot Setup? = Option ROM to configure per server
— VNICO QoS policy = MQC COMMANDS PER PORT Boot order = MANUALLY Setup within the BIOS
— VNIC1 Switch = PHYSICAL CONNECTION to Switch B 1g Virtual CD-ROM
—  VNIC1 VLAN Trunking = Enabled (COORDINATION) V VHBAQO, 50:00:16:aa:bb:cc:0a:01, LUN 00, primary
—  VNIC1 Native VLAN = VLAN 100 (COORDINATION) — (COORDINATION)
_  VNICL Allowed VLANS = 101,102,103... (COORDINATION) 3. vHBAL, 50:00:16:aa:bb:cc:0b:01, LUN 00, secondary
— VNIC1 MAC Address = BURNED IN (COORDINATION)
4. vNICO

—  VNIC1 QoS policy = MQC COMMANDS PER PORT
= Server Side LAN Config
—  VNICO Network = PHYSICAL CONNECTIO itch A **
== vNIC1 Network = PHYSICAL CONNEC N Switch B **

Host Firmware = BURNED IN For: Disk Controller, BIOS Version, HBA Option ROM, NIC, Mainboard, etc.
Management Firmware Policy = BURNED IN on BMC

IPMI Access = ANYONE ON MANAGEMENT NETWORK

Intel PROset Serial-over-LAN access = PHYSICAL CONNECTION OF SERIAL PORT

Driver = MANUALL

—  VLAN Inter 5 MANUALLY Setup Intel PROset for 100,101,102,103,... Monitoring Threshold Policy = MANUAL THRESHOLDS FOR ALL COMPONENTS
—  ESXNetworking = MA etup multiple vSwitches, VLAN Tags, vCenter BIOS Settings = MANUALLY SET FOR ALL CUSTOMISATIONS AND USAGE
PortGroups

OS Configuration = Create Linux bond.0, or Windows Team
= Local Storage = 73GB, 10k RPM, Diskl 73GB, 10k RPM, Disk2

. RAID = MANUALLY Setup through boot utility

Cisco(l'l/fp
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UCS Service Profiles

Most Things are Static — what about using templates and pools

- Profile Name = vmhost-cluster1-[#] SAN Config

. UUID = 12345678-ABCD-9876-5432-[SuffixPool] . Node ID = [WWNN_Pool_ESX]

. Description = ESX4-1 — Host in Cluster 1 . Adapter Parameters = VMware-4-1-BFS
. Network Side LAN Config . VHBAO Switch = Switch A

. vHBAO VSAN = VSAN1-FabricA

. vHBAO WWPN = [WWPN_Pool_ ESX]
. VHBAL1 Switch = Switch B

. vHBA1 VSAN = VSAN1-FabricB

. vHBA1 WWPN = [WWPN_Pool ESX]

. Adapter PCI Order = vNICO first, then vNIC1, then vHBA.....
. Number of NIC’s = VMware-Static-NIC-Policy

*  VNICO Switch = Switch A

—  VNICO Pin Group = SwitchA-pingroupA

. iSCSI Boot Setup? = Programmed in per policy to boot IQN
—  VNICO Native VLAN = VLAN 100 Boot Policy = boot-from-ProdVMax
— VNICO MAC Address = [MAC_Pool_ESX] Boot order =
—  VvNICO Hardware Failover Enabled = No 1. Virtual CD-ROM
—  VNICO QoS policy = VMware-QoS-policy *’BAO, 50:00:16:aa:bb:cc:0a:01, LUN 00, primary
—  VNIC1 Switch = Switch B _ . vHBAL, 50:00:16:aa:bb:cc:0b:01, LUN 00, secondary
4, vNICO

— VNIC1 Pin Group = SwitchB-pingroupA

— VvNIC1 VLAN Trunking = Enabled ) )
Host Firmware Policy = VIC-EMC-vSphere4

Management Firmware Policy = 1-3-mgmt-fw

IPMI Profile = standard-IPMI

Serial-over-LAN policy = VMware-SOL

—  VNIC1 QoS policy = VMware-QoS-policy Monitoring Threshold Policy = VMware-Thresholds
Policy for VM vNIC’s = olicy, 102_Policy, 103_Policy... BIOS Settings = VMware-IntelVT-Settings

— VNIC1 Native VLAN = VLAN 100
— VNIC1 MAC Address = [MAC_Pool E

— VvNIC1 Hardware Failover Enabled =

. Server 0S Configuration = Create Linux bond.0, or Windows Team

. ESX Networ
101_Policy, 102_Policy, 103_Policy, etc.
. Local Storage Profile = RAID1

= Scrub Policy = Scrub local disks only ’ /
Cisco [l I/L”,
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UCS Service Profiles

Taking it further, adapters grouped with LAN/SAN config

BRKCOM-1005

Profile Name = vmhost-clusterl-[#]
UUID = 12345678-ABCD-9876-5432-[ SuffixPool]
Description = ESX4-1 — Host in Cluster 1
/
Network Side LAN Config |
— Adapter PCI Order = vNI/éO first, then vNIC1,
|

e ——

— Number of NIC’s = VMware-Static-NIC-Policy
— VNICO Adapter Template = [ESX-A-LAN-Fabric]
— VNIC1 Adapter Template = [ESX-B-LAN-Fabric]

— Policy for VM vNIC’s = 101_Policy, 102_Policy,
103_Policy...

Server Side LAN Config
« ESX Networking= VM vN
Policy, 102

tied to Port-Group:
cy, 103 _Policy, etc.

Local Storage Profile = RAID1

Scrub Policy = Scrub local disks only

SAN Config

Node ID = [WWNN_Pool_ESX]

Adapter Parameters = VMware-4-1-BFS

vHBAO Adapter Template = [ESX-A-SAN-Fabric]

vHBA1 Adapter Template = [ESX-B-SAN-Fabric]

iSCSI Boot Setup? = Programmed in per policy to boot IQN

Boot Policy = boot-from-ProdVMax

Boot order =

1. Virtual CD-ROM
”0:00:16:aa:bb:cc:0a:01, LUN 00, primary

3. VvHBA1, 50:00:16:aa:bb:cc:0b:01, LUN 00, secondary

4. vNICO

Host Firmware Policy = VIC-EMC-vSphere4

Management Firmware Policy = 1-3-mgmt-fw
IPMI Profile = standard-IPMI
Serial-over-LAN policy = VMware-SOL

Monitoring Threshold Policy = VMware-Thresholds
BIOS Settings = VMware-IntelVT-Settings

OS Configuration = Create vSwitch active/active setups

Cisco(l’l/f/
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UCS Service Profiles

Centralised Firmware Management

A Cisco Unified Computing System Manager - UCS-TME-LAB - |18 m
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. . —
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qualified for use per application that will _
Filter | = Export | iz= Print
- CIMC Firmi... |
Twpe vendor Model Presence Wersion
u I g b ZIMIC Cisco Sysktems Inc MNZ0-BE6Z20-1 present 1.3{1c)
1 CIMC Cisco Systems Inc MNZ0-BE620-2 present 1.301c)
ZIMIC Cisco Sysktems Inc MNZ0-BE625-1 present 1.3{1c)
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= M ment Controll
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< |
. - Save Changes Reset Values
™ Optlon ROM A Cisco Unified Computing § (=0 <]
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Board Conktro... Adapter Cisco Syskems Inc M20-AQ0102 present 01.01.51 -
Board Controller Cisco Systems Inc MZ0-BETH0-2 present E440100C-E4402006 -
[ [ Server BIOS Zisco Sywskems, Inc. MZ0-Ba620-1 present S5500.1.3.1c.0.052020101544 -
= Allows for removing the firmware state on -
Server BIOS Cisco Swskems, Inc. MZ0-BS625-1 presenkt 55500.1.5.1c.0.0520201015<4< -
Server BIOS Zisco Syskems, Inc, MZ0-BEE25-2 present S5500,1.3.1c.0,.0520201020351 -
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UCS Service Profiles

BIOS and RAID Controller Management

& Cisco Unified Computing System Manager - UCS-TME-LAB E]@

e 3 Mew - | [J options | @ @ | [@]Exit el

:::::

T eogs DEFVEFS b Policies » g2 root BIOS Policies » YIW-ESx-MoCuist

Main I advanced | Server Managerent | Events

= Complete control of BIOS settings
= All pertinent fields are configurable in a BIOS

Mare: ¥YMW-ESX-MolDuiek

Quiet Book: | (+) disabled () enabled ) platForm-default |

Resume Ac On Power Loss: | (_» skaw-off (&) lask-skake () reset () platForm-deFault

po I i Cy Front Panel Lockout: | ( rdisabled ) enabled () platForm-defaulk |
. - : - £ Cisco Unified Computing System Manager - UCS-TME-LAB E]@ I
= When profile Is associated, the BIOS settings e e oo

are aISO matChed to the prefere n Ce Of the 25 e SErvers . Policies » s root » BIOS Policies » W -ESH-MoCuict | System Time

ap p | icati On Main Adwvance d I Server Management | Events

Processor I Intel Directed IO || RAS Memory

Turbo Boosk: | () disabled (&) enabled () platform-defaulk |

= Com p|ete control of RAID setti ngs eohercat et sprchion: [ amaoos” s O sirarmscrot|

Hyper Threading: | () disabled () enabled () platfarm-deFault |

m RAI D CO nfl g u ratl O n Can be Setu p O n a p I’Ofl I e B Virkualization Technology (YT | () disabled () enabled () platForm-default |

Processor C3 Report | () disabled () acpi-e2 () acpi-c3 () platform-default |

baSIS Eresesses 6 Report | ) disabled () enabled (%) platForm-default |
- RAI D Can be protected _ I_I: a pl’()fl Ie A;Cis-co Unified Computing System Manager - UCS-TME-LAB Ri=1=<

— 1 D B3 Mew - | [& Options | @ @ | [@] Exit P

cisc

application to an existing RAID server, can >> wzs Servers » S5 Policies » g, root » 5 Local Disk Config Policies » Sio

SEMErs | I Events

raise exception rather than applying =

Properties

T3] Delete Mame: default

= Allows for removing the low-level -

Protect Configuration: Arry Configuration

Mo Local Starage

- - If Proteckt Configurdp o poio ion is preserved on o
0n reassociation of Ehdp A0 1 Mirrared will be raised 4
iF Ehe new Locsl Bisk Sp. 410, o Mirrored and Striped

RAID O Striped
=3 ] FAID & Striped Dual Parity [l]
- t t_ - I [i] FAID S Striped Parity Reset Values
S I r u I n I SS I 44 Logged in as admin@172.25.177.226 | | | Swstem Time: 2010-07-27T09: 35

Cisc:o{l'l/a/
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UCS Service Profiles

Boot and Server Disassociate Management saomemmsmms o o=

Rl 2 Mew - | [& options | @ @ | [ ek geleele

ccccc

=2 g SErVErS * Palicies » 59:% rook » Book Policies » Book Policy SAMbook Book Policy SAMbook
General | | EEEEEE

= Complete control of system boot policy

Reboot on Book Order Change: [ ]

[]
Moke: reconfiguration of book devices will always cause a reboot on non-wirtualized adapkers.
Se para e ro I I I e Se I I I gS Enforce wHIC/vHEA Mame:

WARMNINGS:
The type (primaryfsecondary) does not indicate a book order presence
The effective order of boot dewvi

e ool ices within the same device class (LAM]Storage) is determined by PCIe bus scan order.

] If Enforce ¥NIC /wvHBA Mame is selected and the »MICwHEA doss nok exisk, a config error will be reported.

y O 0 O ay If it is not selected, the wMNICs!wHEAs are selecked if they exist, otherwise the vMIC vHES with the lowest PCIe bus scan order is used.

Loc. (] -

= ISCSI boot soon | Ao o
,:!) Add CO-ROM Mame Order wMIL.. Tvpe Lun IC LUt ]

= Virtual media (CDROM, .iso, USB, flo

 E ] ]

= Complete control of how to return a server

i

primary a S0:0&4:09:51:57:99:99:C9

(@) Add LAN Book

(@) Add SAM Boot

to the infrastructure when no longer e =

5|

re q u I re d Logged | A& Cisco Unified Computing System Manager - ... g@ System Time: Z010-07-27T09:45

o . " = Ed| hew - Options | & Exit bl
= Called “Scrub Policy © |Bowen: | © © | @

T enge SErVErs Policies » && root » Scrub Policies =

= Optionally clear BIOS settings enersi| et

Properties

= Optionally wipe local disk boot sector and table

Crescripkion:

: % oisk serub:
= Allows for removing the low-level

configuration state on server < — :

L Save Changes Reszetk Yalues

= Easier automation possible 5 Logped n a2 scmin@1 72.25.177.225 [T]

Cisco(l'l/f/
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UCS Service Profiles

Initial Service Profile Templates

= Default mode if customer using templating

= Create 1 or more profiles from template fempte
-~ ESX-DRS-Node
= Can later create more when needed UUID, MAC,WWN
= Draw 1 or more entries from pools of server unique e i
template data - LAN, SAN Config . .
= UUID, MAC, WWN, etc. agare--
= When profile is created One-Time
= Administrator or XML API can then modify configuration Instantiation

of profile l l
» Used functionally as a starting-point

= Shows as bound to initial template (record of origin) e e
= Ability to extrapolate a given profile into an initial UUID, MACWWN UUID, MACWWN
template for future use e DODIND
irmware firmware
» Local disk implies state, Boot from SAN or ISCSI is < LAN,SANConfig . .- LAN, SAN Config . .
Firmware,. Firmware.,..
stateless Profile Profile
» Boot and Data images can stay on SAN storage for when ( ’ /
needed Cisco IWI

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public




UCS Service Profiles

Updating Service Profile Templates

= Method to coordinate changes over groups of servers

Template
= Create 1 or more profiles from template . ESX-DRS-Node
= Can later create more when needed UUID, MAC,WWN
_ _ Boot info
= Draw 1 or more entries from pools of server unique firmware
template data E_A,N, SAN Config . _
Irmware...
= UUID, MAC, WWN, etc.
= When profile is created Real-Time

.. . hronisati
= Administrator or XML API can then modify Synehronisation

configuration of profile l l

= Shows as bound to updating template (proof of tie)

= No ability to modify the profiles directly -  ESX-DRS-Nodel - ESX-DRS-Node2
. : o i Uuuib, MACWWN UuiD, MACWWN
= Ability to extrapolate a given profile into an updating Boot info Boot info
template for future use firmware firmware
_ - LAN,SANConfig .| . LAN,SAN Config  _
= Later changes to template are propagated to profiles F‘ir'n%wgréf._] F’;‘r'ngwsr‘e'r__l
rotiie roriie

» Understanding of service impacting changes key

Cisco(l’l/f/
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UCS Hardware Resources

Server Pools

& Create Server Pool ﬁ

Unified Computing System Manager

Create Server Poo | Add Servers 7]

BE

Model: | |

= Method of pulling physical blades into server pool shown
= Can be any blade on any chassis, or rack-mount pooled together

BRKCOM-1005

© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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UCS Hardware Resources

Server Pool QU&' Ification Policies P T———
Create Memory Qualifications
—
A4 Create Server Pool Policy Qualification
Clock (MHz): unspecified Latency (ns): unspecified
Create Server Pool Policy Qualification : Min Cap (MB): unspecied Mas Cap (MB): unspecified
Width: unspecified Units: unspecified
Maming e ) — Cancel |
& Create CPU/Cores Qualifications
Marne:
" Create CPU/Cores Qualifications s
Drescripkion:
This server pool policy qualification will apply to new or re-discovered servers, Existing servers are nok qualified until they are re-discovered
Processor Architecture: Xeon - Model (RegE:x):
Qualifications Min Murnber of Cores: unspecified Max Mumber of Cores: unspecified
i7| Create Adapter Qualifications I+ = | @ Filker | = Export L"S::- Print IMin Mumber of Threads: unspecified Max Murmber of Threads: unspecified
i7| Create Chassis/Server Qualifications Marne Max | Model | Fram | To | Architect... | Speed | Stepping CPL Speed (MHz):  unspecified CPU Stepping:  unspecified
i7| Create Memory Qualifications [i]
i3 Create CPUfCores Qualifications I = ] [ mancel ]
= qEn . —
i2| Create Storage Qualifications [+] A% Create Adapter Qualifications
i%| Create Server Model Qualifications
Create Adapter Quualifications ~
Twpe: Gg:lrul:ecl:ed—el:h—il" -
[pe]
Model (RegEx):

a4 Maxinmum —apacity:  unspecified

[ Ik ][ Cancel ]

= As hardware added into UCS, it can be automatically added to pools to offer SLA's

» By chassis/slot/organisation for ownership of hardware
= Qualified by this policy, and made available to users as unconfigured device in the appropriate pool

= Method to select minimums for hardware pool candidates
= Server pool policy to map pools to minimal qualifiers

Cisc:o{l'l/a/
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UCS Operations

Invoking a UCS Server Service Profile XML Obijects
l
= |f Single Profile and Single Compute Instance e
= Administrator or XML API invokes association E:Dn?\fv:rfg
= Administrator or XML API assigns server power state =2 LAN, SAN Config
= Administrator or XML API stops server S S L A"’pr’ié‘ﬁ”
= Administrator of XML API dissolves association 9  association

= |f Servers are Pooled

= Administrator or XML API invokes association to pool
= Administrator or XML API then functions as above

= |f Service Profile Templates and Pools Pools of Physical Server Resources

= Administrator or XML API defines number of servers required and the desired power states

= UCS system, assigns profiles to available compute in the pool (which has been classified before the
fact)

= Administrator or XML API then administers individual servers as above, but configuration is bound
to template

Cisco(l’l/f/
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UCS Operations

Invoking a UCS Server (Continued) Service Profile XML Objects
¢ | I
= At profile assignment time S =
= Blades take on configuration via processing node utility OS E:’n?\fv::g
conflgfjratlon ru.n, LAN and SAN edge configured 5 LAN, SAN Config
= We are “informing” the stateless compute node of s BN

A priori

Y  association

who it Is, along with the network and SAN edge that
the server connects to

= We have the XML object in the UCS database

= Examinations of server configurations grouped
= No CMDB interaction with bare-metal server

= With updating templates, we have a "bound”
relationship where profiles are guaranteed to be
matching the template

= Audit the template, and show bound profiles

Pools of Physical Server Resources

» Reduced audit scope from a server hardware perspective

Cisco[l'l/f/
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UCS Operations

Infrastructure Automation from Profiles or Templates

= Supports fast turnaround business . ESX-DRS-Node
requirements UUID, MAC,WWN
_ _ Boot info
= No need to maintain cache of servers for fimware
each service type EAN,SAN-Canfig
~ Firmware...
I I LOri — Oracle-RAC-Node
= Can assign business priority to each server  gychange-Node T
= Temporarily disassociate lower priority services UuID, MAC,WWN Boot info
when compute needed Boot info firmware
. . firmware LAN, SAN Config
= Can assflgn project length to each server or ;AN,SAN Config . Firmware.. |
r rver 3 irmware... ’ e N
group or Servers (S NUnn  [enR———— 16 Needed 4 Needed
» Can disassociate after sign-up period (and W 2 Needed

appropriate governance)

= Make reclaimed compute available for other
projects

= Preservation of boot/data images (disk/LUN)
needed if project restoral needed later

= Boundary for services is not a chassis or rack

= Server Pools and Qualifications allow more
intelligent infrastructure

Cisco[i‘/f/
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UCS Operations

Stateless Implies Server Mobillity at Bare Metal

= Supports fast turnaround business
service SLA

= NO need to re-build servers

Exchange-Node
UuID, MACWWN

= Profile or Profiles can move from Bostinfo

firmware

hardware to hardware within UCS - LAN,SANConfig

Firmware...

without re-building

= Bring off-hours troubleshooting of
hardware now in-hours when de-
commission faulty hardware

= Easy to clone servers to scale

Cisco[i‘/f/
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UCS Infrastructure
Intra-UCS Cabling and Licensing

Uplinks

= Wire Once Architecture — 20 chassis per UCS today, more coming
= All links can be active all the time

= Numbers and types of I/O adapters are not fixed on a given server (no rules on placements
relative to backplane, types of cards, etc.)

= All servers can have storage access at no added costs (Stateless)

= Licensing on ports within FI (not tied to chassis directly)

= Infrastructure will not need to take licensed features into account (Stateless) _ ( < /
Ciscoll Vfr
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UCS Infrastructure

CEEE 5| S | S| -

S L ey ) ] | E— v R | ) W
l_li!_l,ii_l.ﬁ _ul_u |_l,i!_l,ii_|,u TR :l_u
|- ] |- &

CEEE 5| S | S| -

= Typical Infrastructure: Assign a business use to a chassis

= Some chassis filled and requires new purchases of chassis, LAN I/O modules, SAN I/O modules, Management modules,
Intra-DC cabling all required

= Open capacity in other chassis are stranded
= Leads to slower business turn-around

= With UCS, grouping of business functions can be virtual within array — or on Rack-Mounted

arrays near-term — Single Management Entity for a UCS array Ci ("/6/
ISCO ’
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UCS Management

Lights out Management
= There is no advantage in UCSto be |-
In front of or near system
= All Field Replaceable Units (FRU)
hot swappable
= All have a LED “beacon” to indicate to facilities
personnel item needing replacement
. SEeatIy decrease IT engineering rolls onsite to
= KVM over IP supported Ll

BRKCOM-1005

Connchvny

A Cisco Unified Computing System Manager - UCS-TME-LAB

[E][=1/><

Fz |

Q

== é% Equipment *»

Mew ‘I Q Options I 2

| @ Exit

=4 Chassis » &g Chassis 1 »

- Servers »

General l Inventory | Virtual Machines | Installed Firmware | Management Logs | Faults | Events | FSM | Statistics | Temperatures | Power |

=1

Fault Summary

(>)

o 23 0 2

Status

Overall Status: \7 degraded
Status Details

Actions

Create Service Profile
J SooE Sarser
l§t, Shutdown Server

=
,\'&f’ Reset

,\-(’ Recover Server

@ =3 Server Maintenance

@ K¥M Console

@ Turn on Locator LED

alna
cisco
. Server 1 wp» Server 1
|~
Physical Display B
Properties
Slot ID: 1 Chassis ID: 1
Product Name: Cisco B200-M1
Vendor: Cisco Systems Inc PID: N20-B6620-1
Revision: 0 Serial Number (SN): QCI13050085
User Label:
UUID: 8be840c4-510f-11de-0000-00000000003¢c
Service Profile: org-rootjls-SANboot-HyperYR2-238
Locator LED:
= ¥
Mumber of Processors: 2 Cores Enabled: 8 ™~
] [ )' ==

A% Cisco Unified Computing System Manager

- UCS-TME-LAB

=<

94 Logged in as a|| | "™

Q

E3| Mews 'l @ Options |

Integrated — not a licensable feature

Remote Media (.iso, CODROM, USB, virtual
floppy)

Serial over LAN (also policy-based) for Linux
terminal/console serial access — along with
KVM for X session

KVM IP and MAC will be in service profile

© 2013 Cisco and/or its affiliates. All rights reserved.

Qh Filker | = Export | L_‘-j:, Prink

@ O | [@] Exit

| General | IP Addresses | IF Blocks | Events |

> é‘% Aall » E Zommunicakion Management * ﬂ Management IP Pool {ext-mgmt)

CiSCo

E Management IF Pool (ext-mgmk)

(i)

IP Address Subnet Default Gateway Assigned Assigned To

ﬂ 172.25.177.225 255.255.255.0 172.25.177.1 e sysichassis-1/blade-2/mgmt/fipw4-pooled-addr
ﬂ 172.25.177.229 255.255.255.0 172.25.177.1 WS sysichassis-1/blade-1/mamt/ipw4-pooled-addr
I 172.25.177.230 255.255.255.0 172.25.177.1 wes =wslchassis-2/blade-3fmgmtfipw4-pooled-addr
ﬂ 172.25.177.231 255.255.255.0 172.25.177.1 wEs sysichassis-2/blade-2/mgmt/ipw4-pooled-addr
ﬂ 172.25.177.232 Z55.255.255.0 172.25.177.1 wEs sysfchassis-Z /blade-1 /'mgmt/fipw4-pooled-addr
ML 172.25.177.233 255.255.255.0 172.25.177.1 wes =w=lchassis-1/blade-7 fmgmtfipv4-pooled-addr
ﬂ 172.25.177.2354 255.255.255.0 172.25.177.1 no

ﬂ 172.25.177.235 255.255.255.0 172.25.177.1 no

I 172.25.177.236 255.255.255.0 172.25.177.1 WES =w=zlchassis-1 /blade-4/magmtfipw4-pooled-addr
I 172,25.177.237 255,.255,255.0 172.25.177.1 wes =wslchassis-1/blade-3/mgmtfipv4-pooled-addr

[v]

<1

| (2]

™

Resek values

Sawve Changes

44 Logaged in as admin@172.25,177.226

| Swskemn Time: 2010-07-27T10:05

Cisco Public
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UCS Networking Basics

Different School of thought for I/O

= LAN and SAN access ports typically configured “along-
side” peer server port configuration

= With UCS the LAN and SAN access configuration is now part of the server
configuration within the data model — yet managed by current LAN/SAN teams

= Virtual Machine adapters are typically one or two switching
entities away from the network edge

= With UCS the Networking Edge can reach directly to the Virtual Machine’s virtual
adapter

= | egacy servers have “State” as NICs and HBAs are added
to PCI slots

= With UCS the existence, counts, types, identifiers, etc. of I/O cards can be imposed
on a server — not just queried

CiSCO((Vf/
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UCS Networking Basics

Adapter FEX

":ﬂ
j '
ALy e
R 4 y
h L e
b - 2 e
e -
B
o

OS See’s Administratively definable (MAC, Hypervisor see’s unconfigured (no MAC, VLAN,
QoS, VLAN, VSAN, WWPN, etc.) Ethernet and etc.) Ethernet interfaces which are configured
Fibre Channel interfaces which connects to a by the external VMM and connects to a Cisco
Cisco virtual interface (VIF) virtual interface (VIF)

Cisco(l'l/&/

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



UCS Networking Basics

Virtualising the Switchports with Unified 1/O

= Mapping of Ethernet and FC Wires * Fewer Cables

over Ethernet Multiple Ethernet traffic co-exist on
same cable

= Fewer adapters needed

= Service Level enforcement
= Multiple data types (Jumbo, lossless,

FC) = Overall less power
« Individual link-states * Interoperates with existing
_ DCB Ethernet Models
— Blade Management Management remains constant for
Channels (K%,M, USB. system admins and LAN/SAN admins
C:RZM’lAdapters) = Possible to take these links
i |
T Lhermers further upstream for aggregation

Individual /
St ISCSI. NFS, FC - :
orage (i ) CISCO(l Vfr
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UCS Networking Basics

Network Team Defines Adapters and Connectivity Needs

Create vNIC Template

= Centralised per Organisation/Root

= Determine if Native VLAN only

= If Trunk, if untagged allowed ]
= VLANSs on trunk & = .

= MTU for adapter Adapter
[Jwm
= MAC Pool

= QoS Policy (Minimums and max-bursts)
= Presentation to outside world physical port

= Statistics Treshold

= Adapter Templates Can be used as Initial or Updating elect | Hame
Templates vi_Data_s

WH_Kernel_3

WE_WLAR_T

= Tightly Controlled Policy (5Ca1_NietAp

= Policy Managed by Network Administrator

= Tied into Service Profile Templates

=nok sekt=

<noak sekb>>

= Tied into vNIC Templates <nct set>
= Highly Automated Process to Add Connectivity to Server defaut
with Policy

i Ok i[ Cancel ]

Cisco (l Vf/
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UCS Networking Basics

Ethernet End Host Mode o |
= Eliminates Need for Spanning Tree

Protocol on Uplink Bridge Ports

* Reduces CPU load on upstream switches

= Maintains MAC table for downstream
servers only
» Eases L2 MAC Table sizing in the Access Layer

MAC B pinned ™ Allows Multiple Active Uplinks from UCS
on this uplink Fabric Interconnect to Network
= Doubles effective bandwidth vs STP

= Prevents Loops by pinning a MAC Address
MAC N\, MACB to Only One Port or Port-Channel

» Upstream VSS/vPC for MCEC optional for
all bandwidth usage

= Completely Transparent to Next Hop Switch
= Traffic on same L2 subnet switched locall

Cisco?l’l/f/

MAC A pinned
on this uplink

[LLEEELL

L
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UCS Networking Basics

Storage Team Defines Adapters and Connectivity Needs

= Centralised per Organisation/Root
= Determine vSAN
MTU for adapter

Create vHBA Template

ESX-Fabric-A

= WWPN pool

* QoS Policy (Minimums and max-bursts) | defaut

» Presentation to outside world physical port 2

= Statistics Treshold iﬂ:ft set>
= Adapter Templates Can be used as Initial et

default

or Updating Templates
= Tightly Controlled Policy
= Policy Managed by SAN Administrator

» Tied into Service Profile Templates

i (] 4 i[ Cancel ]

» Tied into vHBA Templates

= Highly Automated Process to Add SAN
Connectivity to Server with Policy

Cisco ["/f:/
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UCS Storage Basics

N-Port Virtualisation or for Storage

= Storage switch sees Fabric Interconnect as an FC
endhost with many ports and many FC IDs assigned

= UCS Fabric Interconnects network facing ports
function as N-ports or NP1V ports

= Server facing ports function as F-proxy ports

= Provides physical port level virtualisation of multiple
FC end nodes to one F_Port off an FC Switch

= Fabric Interconnect operates in N_Port Proxy Mode
(not in FC Switch mode)

= Simplifies multi-vendor interoperation

= Eliminates the FC domain on UCS Fabric
Interconnect

= Simplifies management
= F-Port trunking and channelling supported
= FC Switched mode coming as option for locating disk

out closer to servers
Cisco(l Vf/
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A4 Cisco Unified Computing System Manager - UCS-TME-LAB Q@

Example of Detail in Low Level Adapter Settings IO ® 2w |G o | 0 0| @

»> e Servers » 5 Policies » & root » & adapter Policies » =0 Eth
. . . eneral | Events |
= Centralised per Organisation/Root = | —
1 2, 3
= VNIC Settings A
= No need to interrupt server boot in Option ROM to customise
settings Al
= Interrupt coalescing and ring buffer sizing (among outhers) | |
will not imply a need for customer to physically make | I = oo niied Compting Systom Manager s THE L3 S
modifications to servers as part of deployment e I

=3 ape Servers + S Policies v &, rook » E5 Adapter Policies » &5 FC Adapter Policy YMare Erc

TCP Largs Rece

- el
. | I TCP Segrnental Mame: ¥MWare [:]
V e I g S Cilte Description: |Recommended adapter settings For YMyWare

g* Receive Side Sql%% 5
= No need to interrupt server boot in Option ROM to customise |51 | mesmesi | mmcmer s
settings gl B [
. . . i Ring Size: &4
= HBA timers and retry counts (and others) will not imply a Rl | [ ol
need for customer to physically make modificationsto  ——— |
servers as part of deployment o E—
: T Do
= PCI Order (on Cisco VIC only) can be o=

Plogi Timeout {ms): |Z000

controlled in the presentation to the OS 1| I

= Allows consistent connectivity as Ethernets are configured ] —— e -
first =k
74 Logged in as admin@172.25.177.226 | | | System Time: 2010-07-ZFT12:37

Cisco(l'l/f/
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BRKCOM-1005

UCS Networking Components

Ethernet Adapter Virtualisation

Run a quad-port GE or 10GE adapter into the PCI slots
of a server

Easily filling the PCI capacity many times

We are imposing “State” on the server by inserting cards at
staging time

Consumes an equal amount of ports on the DC switching
infrastructure (and cables)

Single-Root I/O Virtualisation is early attempt at adapter
virtualisation

Maps memory buffer to present a new adapter
Locally switches traffic on the adapter directly
.. No per-virtual interface link-state

No Operating System support currently

No Rate-Shaping, QoS Marking, etc.

© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public

Cisco [ll/fp/



UCS Storage Components

Storage Adapter Virtualisation

= Run a single-port or dual-port 1/2/4/8G
FC HBA into the PCI slots of a server

Easily filling the PCI capacity many times when
mixed with Ethernet

= We are imposing “State” on the server by
Inserting cards at staging time

= Consumes an equal amount of ports on the
SAN switching infrastructure (and cables)

= Single-Root I/O Virtualisation is early attempt
| at adapter virtualisation

Not yet in mainstream discussion on the FC side

Cisco(l'l/a/

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



UCS Adapter Virtulisation

Unified I/O within UCS

= Run a Virtual Interface Card PCI slots of a server
= We are not imposing “State” on the server

= Consumes far fewer ports on the DC switching
Infrastructure (and cables)

= NOT Single-Root I/O Virtualisation

= PCI Bus Structure Virtualisation

Virtualise Adapters and PCI-PCI Bridges

No Locally Traffic Switching to Manage
Per-virtual interface link-state

Operating System support if they support PCI
Rate-Shaping, QoS Marking, etc. per Virtual Interface 1

UCS sends only VLANs and VSANS to Virtual Interface as
Needed — to ease L2 scale in designs

Cisco [ll/fp/
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UCS Adapter Virtualisation

Unified 1/O within UCS (Continued)

= Central Administration can group
definitions and updates to configuration

= 128 Maximum interfaces on adapter
today (58 today possible with OS’)

» Possible for system administrators to
now directly define many more adapters

No 802.1q tagging to servers

No qualifications, install, and
configuration of Broadcom ACS or
Intel PROset tools

Enabler of stateless and highly
automated configuration of I/O

Cisco(l'l/f/
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UCS Traffic Managment

Unified I/O and QoS within UCS
= Priority Flow Control = COS BW Management

Transmit Queues  gparnet Link Receive Buffers Offered Traffic 10 GE Link Realised Traffic Utilisation
| [110né L OfE 3G/s 3G/ 2GR 3G/s  HPC Traffic
I I

I [ TWo! __ 3Gls . -
LT HYTEE L NHTEE Eight 3G/s  3G/s 3G 3G/s Storage Traffic
BERR-our | [ Four | Virtual ! | 3G/s
[ Five [ 1 Flve || m .
| Six 1| Lanes 3G/s LAN Traffic
[ [Sever | | 4G/s
EEE Eight t1  t2  t3 t1 | t2 13
* Enables lossless Fabrics « Enables Intelligent sharing of
for each class of service bandwidth between traffic classes
 PAUSE sent per virtual lane control of bandwidth
when buffers limit exceeded » 802.1Qaz Enhanced Transmission

= Among the tools used are aggregate shapers at the vNICs (VIC), ETS,
Policers at the switch for each vNIC. /
Cisco("/fp
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UCS Unified I/O Advantages

Unified I/0O within the DC

Backup Management Production

/’ o /’ = — > 7 > 7

* Proliferation of
NIC and HBA
devices, cables,
ports as servers
are added EVERY Rack-Mount

Server

e e— " el e — el _— — —e

SAN B

Cisco [ll/fp/
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UCS Unified I/O advantages

Backup Management Production
-
= Proliferation of
NIC and HBA
devices

= Proliferation of
upstream cables,
ports as servers
are added

EVERY Blade Server

SAN B

Blade Enclosure

Cisco(l'l/f/
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UCS Unified I/O Advantages

New Cabling Model

Backup Management Production

 As Servers are
added, the cabling/

remains constant, | Entire
UCS Array
yet the (Multi-Rack) —
management -
model can appear
the same SAN B
EVERY UCS B Series Server
Cisco(( Vf/
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UCS Unified I/O advantages

New Cabling Model

Backup Management

R

Production

« As Servers are

added, the cabling/ Entire o
- J UCS Array
fremains Constant, .
(Multi-Rack

yet the -Mounts)
management
model can appear
the same

 Down to goal of 1
cables per server \

EVERY UCS C Series ServerJ

Cisco(l'l/&/
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Data Network Connectivity and UCS

Where Is the Server/Network Boundary?

= Traditional DC designs have Access Layer

= Middle of Row modular switching

= End of Row modular switching

= Top of Rack fixed switching

= Many touches at this layer as traditional server infrastructure is administered

= Traditional DC designs have Aggregation Layer

= Centralised modular switching
= Services layer for common network services

= With UCS, Access Layer is now ToR
Networking setup on UCS for blades and VM'’s (100’s of Servers)

NX-OS manageability for visibility

UCSM configurability of network attributes

Far fewer touches of the access layer switching — this is rolled into the server adapters

= Aggregation Layer unchanged

Cisco[i‘/f/
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Data Network Connectivity and UCS

Fabric Failover with Blade Servers

( LAN S B = Two Fabric Interconnects In the
< system going to two FEX in each
UCS Fabric chassis
Int t
nterconnhects ‘ Fabric Based LAN vNIC Failover:

. —

= OS sees single or multiple vNICs

= |O Fabric provides Active-Passive

Chassis Failover per server adapter
ilov Y
\'
VIC or . = No Teaming Driver to qualify, install,
Menlo and configure (Broadcom ACS, Intel
------ PROset, RHEL Bonding, etc.
Adapter J )
Blad = = Failover happens under OS layer
ade
BMC BMC = Eliminate half of server adapters and
network ports

Cisco ("/6/
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Storage Network Connectivity and UCS

Where is the SAN Boundary?

= Traditional DC designs have dual SAN Access
= Edge modular switching
= Edge fixed switching
= Collapsed Core modular switching
= Many touches at this layer as traditional server infrastructure is administered

= Traditional DC designs have dual SAN Core Layer

= Core modular switching
= Services layer for common SAN services

= With UCS, SAN Edge Layer is now ToR

= SAN Edge configuration setup on UCS for blades and VM’s (100’s of Servers)
= NX-OS manageability for visibility

= UCSM configurability of SAN attributes

= Far fewer touches of the SAN switching — this is rolled into the server adapters

= Core Layer unchanged (with exception of NPIV enablement) and multi-vendor

Cisco(l'l/f/
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Storage Network Connectlwty and UCS

SAN Multlpathlng

Chassis

\

Adapters —

Blade
BMC

BRKCOM-1005

SAN A

SAN B

‘/
<

Adapter
<

<
) m
L L
> >

!

BMC

© 2013 Cisco and/or its affiliates. All rights reserved.

Two Fabric Interconnects in the
system going to two FEX In
each chassis

All links are active

SAN Multi-Pathing Failover:
OS sees multiple vHBAS

|O Fabric provides no failover per
server adapter

No new FLOGI issued on other
fabric than where originally
designed

Typically, OS vendors want
customers to disable multipath
during installs

Add multipathing and driver after

initial install "
Cisco(l Vf/
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Savings with Cisco Memory Extension

Enterprise Software Licesning

| B B

- s =

BRKCOM-1005

F

EaEe

Capacity/
Cores

$40,000 384GB/32  $640k N/A N/A

$40,000 192GB/8 $160k S960k 75%

$40,000 384GB/8 $160k S960k 75%

© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public
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UCS Memory Expansion

= Get 48 DIMMSs on a 2 Socket Server for higher memory
applications

= All memory running at 1333MHz

= Combinations of 2,4,8 GB for wide array up to 384G in 2 socket
footprint

= More VM's into existing server footprint inside customer Data
Centres

» Extend the life of legacy DC builds
= Push out needs for new DC builds

Cisco(l'l/f/
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VN-TAG: Industry Pre-standard Implementation

« IEEE 802.1BR and VN-TAG

Same architecture and logic
Minor frame format difference

« Future platforms will support both formats

Backward compatibility guaranteed VNTAG Ethertype
Interoperability even easier m destination virtual interface
. : 802.1Q[4]
VN-TAG frame format (6 bytes) source virtual interface

direction indicates to/from adapter ‘
source virtual interface indicates frame source

— looped indicates frame came back to source adapter
destination virtual interface dictates forwarding

CRC[4]

— pointer helps pick specific destination vNIC or vNIC list
Link local scope

— Rooted at Virtual Interface Switch

— 4096 virtual interfaces

— 16,384 Virtual interface lists
Coexists with VLAN (802.1Q) tag

— 802.1Q tag is mandatory to signal data path priority Cisco (l Vf,/

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public




IEEE 802.1BR: Bridge Port Extension

Fully specifies a Port Extender (FEX Equivalent)
» Extends ports of a switch to lower entities in a network :
P Extended Bridge
Controllim
Bridge

Port Extenders are not individually managed /

» Their ports become ports of the controlling switch

Cascading Port Extenders
» Allows one to choose the appropriate controlling switch

» Frame replication supported for efficient multicast /
flooding

Traffic from each "Extended Port” is re i_abI)é
segregated to an E-channel and identified by a tag
containing an E-channel identifier (ECID)

» Does not require prior knowledge of MAC addresses;
switch performs standard learning functions

» Works with all devices including VEBs, VEPAS, individual
VMs, physical services, and devices providing
transparent services

ECID
» E-Tag size = 8 Bytes /
Controlling Bridge + PE = Extended Bridge

> Single Point of Management Port Extender [ /
Ciscoll Vft
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Cisco FEX Architecture Advantage

Server

Server

VM VM VM VM VM VM

VM VvM VM VM VM VM

Proprietary Relay
functionality

PE Tag

802.1Qbh

Adapter
i
802.1Qbh F =" -1 1 [=1,

Port Extension
802.1Qbh

Adapter

Eth

Reflective Relay
802.1Qbg

Switch

_FEXbasedon IEEE VEPA based on IEEE
v §a(s)e%‘ .m:f!l-naBgeFm\)ent: one switch manages all Port Extenders X Managemgl@)zm&@ngPA is an independent point of management

Logical Switch

Switch

(adapters/switches/virtual interfaces) X Doesn’t support cascading
v Supports cascading of Port Extenders (multi-tier, single point of Reflective Relay (used in basic VEPA)
management)
X Vulnerable: ACLs based on source MAC (can be spoofed)
v Virtual Machine aware FEX

v X Resource intensive: Hypervisor component consumes CPU cycles

Secure: ACLs based on VN-TAG _ _
Multichannel (used in advanced VEPA)
v" Scalable: Mcast and Bcast replication performed in HW at line

rate X Even more components to manage
v Efficient: no impact to server CPU X wierzgficient bandwidth : separate copy of each Mcast and Bcast packets on the

Cisco(l'l/fp/
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UCS VM-FEX

VM-FEX Technology

= Virtualise the network end-point to match with the virtualised
adapter on the VM

= More than Just a Single Fabric Layer
= Define policy groupings (called port-profiles) including things like:
* VLAN(s) Membership
» Policing Rate
» CoS Marking for minimum service guarantee’s

» What Physical Ports to use for Upstream Communications
= MAC Security

= Method to publish port-profiles to VMware (and Linux KVM)
administrators for their autonomous use within their VM’s

Cisco{l'l/f/
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UCS VM-FEX

What does VM-FEX change?

= Each Virtual Machine vNIC now “connected” to the data network
edge

= 1:1 mapping between a virtual adapter and the upstream network
port

= Helps with Payment Card Industry (example) requirements for
VMs to have separate adapter (no soft switches)

= As Virtual Machines move around infrastructure, the network
edge port moves along with the virtual adapter

Cisco{l'l/f/

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



UCS VM-FEX

Who Manages the Virtual Access Layer?

= If we are using VN-Link, we have multiple options

= Network team can utilise Nexus 1000V to manage up to 64 ESX hosts

= Any UCS adapter type — including the VIC
* VSM and Nexus 1010 to setup VM networking policy

= Network team can utilise VN-LInk in Hardware on the VIC
= VM tab in UCSM to setup VM networking policy

= Key Results Here

* No requirement to manage vSwitches or VLAN tags on Servers
* No requirement to manage Blade Chassis enclosure switches

= Server administrators can invoke services without coordination each time with Network and
Storage Teams

* Management operations of Virtualised infrastructure maps to current physical infrastructure
* |[nfrastructure automation becomes simpler as policy is centrally defined

Cisc:o{l'l/a/
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VMware VM-FEX View

(=) ¥CENTER4U1 - vSphere Client

File Edit “iew Inwventory Administration Plug-ins Help
ﬁ -' E:} Home [ gf] Inwentory [+ &  mebworking - Search Inventory |Q |
o ——

= g] WCEMTER4L
=l UCS_TME_LAE
= [ ucs_ovs
B == | UC5_DvS
uplinkportprofile-7
Data_177

=5
£
% Eernel
£
=

| Summary

uUcs_pv¥s b

| metworks

| Parts

Zonfigurakion

Wirtual Machines

! Alarms ! Permissions

Edit Settings. ..

BRKCOM-1005

Service_onsole 7
wMdata & 2 Data_177 (5 ] G =] uplinkportprofile-7 ﬂ :
5B v Nebwork virkual Machines (00 =] e UpLinko 2 MIC adapters)
ol wrnicO 172.25.177.247 g
% Kernel 2| % 0 wmnicl 172,25,177.245
= ¥Mkernel Porks (2] =] T UpLinkl (2 MIC Adapters)
wmkd : 10,1,3.10 & 1 wrnicl 172,25, 177.247 g
wrnkO @ 10,1.3.11 & | o wmnicl 172,25, 177,245
wirtual Machines (00 55 UpLinkl0o ¢0 MIC Adapkers)
55 UpLinkl1 {0 MIC Adapkers) CINEDEDEEEE® B
% ServiceConsole (5] G 55 UpLinklz {0 MIC Adapkers)
= Service Consale Parks (2 55 UpLink13 {0 MIC Adaphers)
wawifd : 172.25,177.245 & H 55 UpLink14 {0 MIC Adapters) —
wewifD | 172.25.177.247 & — 55 UpLinklS {0 MIC Adapkers)
wirtual Machines (03 55 UpLinkle {0 MIC Adapkers)
55 UpLinkl7 {0 MIC Adapkers)
S vMdata_o e (% s UpLinkls {0 MIC Adapters)
= Wirtual Machines (23 55 UpLink19 (0 MIC Adapters)
6.101 wWindows 2008 Data... [ @ —[ 2 58 UpLinkz (0 MIC Adapters)
&,102 Windows 2008 Data... [ @ — 7 E5 UpLink20 (0 MIC Adapkers)
Es UpLinkz1 (0 MIC Adapkers)
Es UpLinkzz (0 MIC Adapkers)
Es UpLinkz3 (0 MIC Adapkers) a
Recent Tasks >
Mame Target Skatus | Details | Iritiated by wCenter 5
4| | 3|
|ﬁ Tazks @ Alarms |Li|::en3E.- Feriod: ¥8 days remaining |.ﬁ.dmini3tratm
[ 'Vc
© 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



View from the VM Settings

(=] ¥CENTER4U1 - wSphere Client

File Edit Wiew Inwventory administration Plug-ins Help

ﬁ ﬁ £y Home [ ogF] Inwentory [ Hiosts and Clusters w Search Inventory |Q |
mw > @@ @ R 2 @
=l E] YCEMTER4U1 6.101 Windows Z008 Data Center Server
= UCS_TME_LAE R — I R — S S o —
Bl UCS_TME_CLUSTER : S e Allocation ' Performance ! Tas wenks Console
[ 172.25.177.245 EY Initial Configuration Tasks — =] =]

172.25.177.247
@. 6.101 Windows 2008 Dat.

”~ .
s 6.102 Windows 2008 Dat. Perform the following tasks to initialy configure this server LLEWIndDWS Server2o0s

Datacenter

hl Specifying computer information

|::¢§:| Provide Computer Information

s . .
T Set time zone Time Zone: (GMT-08:00) Pacific Time (1S Canada)

—5" Configure networking Local Area Connection: 10.1.6.101, IPvE enabled

e = - = =
=2 6.101 Windows 2008 Data Center Server - ¥irtual Machine Properties S TMEW A< 200101
Hardware IDptiDng | e — | vircual Machine Yersion: ¥ [CSTMELAE
— Device Staktus
i ndd. .. R I 5
I Show &l Devices EMoEe [+ Cannected Hl Updating your Windows server
Hardware | Summary | v Connect at power on
i i d
Bl  Merory 4095 ME ot configure _
— Adapter Type indows Emor Reporting off
i crPus 1 bt paricipating in Customer Experence Improvement Program
wideo card wideo card _urrent adapkter: WHERET 3
= YMII device Festricked Lo
& Floppw drive 1 Client Device - MAC Address Ever
@y Co/OVD Drive 1 Client Device |oois0issibsi2dies
Metwork adapter 1 Widata_ & (UCS_DWS), ... ; =
) : . | % sutomatic £ Mamual ul Customizing your server
) SCSIcontroller 0 LSI Logic SAS
= Harddisk 1 wWirtual Disk: — Mebwaork Connection
wlal=}
i+ plebwork label:
|vrMdata_s (UCS_Dvs) - | —_—

Fort: 125
r‘lﬂqp I

Cisco[l’va

" Specify standalone port (advanced):

rs: | = |

BRKCOM-1005 © 2013 Cisco and/or its affiliates. All rights reserved. Cisco Public



Cisco ("/f/

Multi-Tenancy & Security

\ . \
' v \ '




Security Considerations in UCS

Defining Organisations and Sub-Organisations

rii:::::;a:;::i;atiun ﬂ - FIrSt fundamental mUItI-
tenancy unit is an
DDDDD o organisation
= * Maximum is only based on
L ;%L;_;t uuuuuuuuu resources
e = Organisations are logical
?E divisions of resources and

- © %g policy

. e Bl Sut-::-gan ations ] ]

ST e = Can be tiered with sub-
organisations

[ [ Sy [ S I P~ A B L | el B Lo B T -

» 5 levels deep maximum

Cisco(l’l/f/
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Security Considerations in UCS

What do Organisations Define?

= Many things shown to this point can be sub-divided into organisational boundaries

iIncluding:
= Server Pools = Dynamic vNIC Connection Policy
= Server Pool Qualifications = UUID Pools
= Service Profile Templates = Ethernet Adapter Policy
= VHBA Templates = FC vHBA Policy
= VNIC Templates = Boot Policy
= WWNN Pools » Host Firmware Policy
= WWPN Pools = Management Firmware Policy
= MAC Pools » L ocal Disk RAID Policy
= QoS Policy = Scrub Policy
= Network Control Policy = BIOS Settings Policy
= Flow Control Policy = BIOS Defaults Policy

Cisco[l'l/f/
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Security Considerations in UCS

What do Locale’s Define

= Management of Organisation or

Groups of Organisations
n Assign the behaviour of all the

. . T [reatetocals Assign Organizations
components listed prior

= Granular management of servers:

= Business unit

* Functional grouping (virtualisation,etc.)

= | ocation N 5

= Applies to entire UCS fabric

» Allows a segmentation of management
responsibilities for the respective
components

» Potentially reduce audit scope

Cisco(l'l/a/
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Security Considerations in UCS

Defining Users and Roles

=+ = User Management
ﬂ Authorization
- (= LDAF
Loy RADIUS
Lk TACACS+
=0 & User Services

EI & Locales
testLocals
testLocalez
E} & Locally Authenticated Users

------ a, admin

% Remotely Authenticated Users

Roles
aaa
admin
nietwork,
operations
read-only
sebryer-equiprenk
server-profile
server-security
starage
D f Key Managemenk
H b f KewvRing default
I___l E Comrnunication Management
oo Call Horne
: Zommunicaktion Services
DMS Managemenk
Management IP Pool {ext-mgmk)

------ A Management Interfaces
= ﬁ Skats Managemenk
H El ﬁ Stats F'0||C|es

BRKCOM-1005

[ ext-lan-security

[172.25.177.228 - 172.25.177.5
[172.25.177.248 - 172.25.177.3

[] service-profile-network-policy
[] service-profile-qos

[] service-profile-gos-policy
service-profile-security
sarvice-profile-security-policy
[] service-profile-server

[] service-profile-server-policy
[] service-profile-starage

[] service-profile-storage-policy
[] operations

|:| server-equiprment

Apply

[ Cancel

© 2013 Cisco and/or its affiliates. All rights reserved.

= Roles exist to define

priveledges

» System has defaults

= Administrator can define
custom roles to match

their business

Cisco Public
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Security Considerations in UCS

UCS Security sone Segmentation

E} = Fabric Interconnects are NOT simple data
switches

= VLANSs that have a configured listening port
to only pass upstream on that port also
(Pruning)

UCS Fabric

Interconnects Dis-Joint Upstream Networks to Rack

Mount, Bladed, and direct to Virtual

Machines:
Chassis’ = VLAN uplink pinning selections are tied into
(1-20) appropriate upstream network
Adapter’s = Each adapter will receive only needed traffic

on the VLANS part of the L2 domain

= SIMPLE procedure to directly attach
Fabric Interconnects to multiple LAN
segments now, and tie vNICs to new pin-
groups

Cisco(l'l/f/
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Security Considerations in UCS

UCS Security Zone Segmentation

UCS VLAN List Server
Interface

ey Forwarding e
is

Boundary

10,11,12... E1/1,E1/2 Bladel N
& NIC1,
Blade 2 NICO

UCS Fabric
Interconnects
N
=15
. | 30,31,32... E1/20,E1/21 Blade 2
o NIC1, Blade
3 NICO &
Adapter’s NIC1
501 FCO,FC1 Blade 1
VHBADO,
Blade 2
vHBAO

Cisco ("/fp/
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UCS Monitoring and Alerting

System Faults

= UCSM Aggregates Faults
and events for all integrated
components.

= System database is the
source of all fault
Information.

= When faults are triggered
the fault information can be
sent out via Syslog and
SNMP

BRKCOM-1005

« Cisco Unified Computing System Manager - TME-F5-RACK-FI-A

Fault Summary

Q@ VvV A A

Equipmentl Serversl L.C\NI S.C\NI WM n"-dl'ﬂil‘ll

Filter: Faults, Events and Audit Log

@ Mew - @ Ciptions ‘ @ D ‘

Pending Acivities | [©] Exat

=» ", Faults, Events and Audit Log 7, Faults, Events and Audit Log
Faults I Eventsl Audit Logsl Svslogl Care FiIesI TechSupport Filesl Settingsl

&Filter|ﬁbExpnrt|fﬁ Print| Hide Fault Details |Sh0w: W al v 9 v v FAFMOLW ':i,} Il @ I~ | ™ @ - ¢
Category:j v al v Genetic |w Metwork v Svsdebug [w Server | FSM v Operations |w Equipment v Conneckiviey v Configuration v Eneicar ¥

Severity

Code

ID

Affected object

Cause

Last Transition 5

Description

g vents and Audit Log
. Faults

7. Ewents

o Budit Logs

T Swslog

Core Files

TechSupport Files

L T Sethings

Kl | B

FO334

1158285

org-rookfls-5M-RHE. .

unassociated

Z013-01-21T00:24:15

Service profile SM-R...

FOz00

102477

sysirack-unit-6/ada. ..

unidentifiable-fru

2013-01-08T23:11:43

Adapter 2 in server ...

FOz00

102475

sysirack-unit-6/ada. ..

unidentifiable-fru

2013-01-08T23:11:43

Adapter 3 inserver ..,

FO461

101456

sysfrack-unit-6/ma. ..

log-capacity

2013-01-08T23:07:40

Log capacity on Ma...

FOS23

93470

sysfrack-unit-1/psu-2

equipment-offline

2013-01-08T22:46:39

FPower supply 2 in s...

9 criticalv major& minorA warning'@ inFD@ condition cleared oo FIapping@ soakjngC.:h suppressed

Reset Yalues |

Save Changes |

| @ Logaed in as admin@10.29,148.5

|N|:|t registered with UCS Central

System Time: 2013-01-23T02:41

© 2013 Cisco and/or its affiliates. All rights reserved.
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UCSM Core

7A
IBM Misc.
[ Tivol ][ HPNNM ][ HPOM ][ SNMP ] A~ —
PAN Events xml)
Events Polls {xml}
{SNMP {SNMP
Traps} v GET} |
CIM-XML SNMP Syslog Smash XML API UCS CLI

T W L !
[ CIM Object _{ lDME . ‘.
. 8

AG e | [AGH | [AG s | AG, |

gmnc

Polling/notification

I Cisco(l'l/&/

Cisco Public
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UCS Faults

A Fault is an abnormal condition or defect at the component,
equipment, or sub-system level which may lead to a failure

Fault Sumnmary

a E2 Mew *| | Dptions | i D | [@] Exit i

ﬁ v CIsd
- = % == E‘E Equipmenk E‘E Equipmenl
: | ﬁ_rﬂain Topology Wiew " EXE Fabric Interconnects || s DEFWENS |
Equiprnent l Servers " LAm " 240 " | & Thermal " ES Decommissioned || * Firrmware Management " =5 Policies " Faults
Filter: &l % Filter | = Export | |__"~3‘=, Prink | Hide Faulk Details | Severity: All 3 v Py Fiy ':Ia:' @

Eéﬁ—m Seve...  Code o affected objeck Cause Last Tra... ™ Description

eemmpd Chassis

FO374 19423 swslswitch-Afp. .. lequipm. .. [2010-02-17T2... |Power supply 2 in Fabric interconnect & aperability: inoperable
FOszz 19424 swslswitch-A)fp. .. leguipm... [2010-02-17TZ2... |Power supply 2 in Fabric inkerconnect & power: offduks,
I >

a critical SJF major N minor £ warning C1 info @ condikion cleared <& Flapping EE_]I soaking

€ |

- EEE Fabric Interconnects F1a550 |[194354 Fabricflanprofiles [local-Fa. .. |2010-02-17T2. .. [[FSM:STAGE:RETRY:]: WNIC profile configuration on local FabriciFSM-STE #*
v FO374 12421 syslswitch-Bip. .. leguipm... |[2010-02-17T2... |Power supply 2 in Fabric interconneckt B operability: inoperable
.-"i"-,, FO4&5 12419 org-rootfmac-p... [empky-... [2010-02-17T2... |MAC pool default is empky
ﬂ, FOSzz 12422 syslswitch-Bip. .. leguipm... [2010-02-17T2. .. |Power supply 2 in Fabric inkterconneckt B power: offduky
-"i"'l. FO4535 129415 org-rootfcomp... |empky-... [2010-02-17TZ2. .. Eerver pool default is empky
2N\ FO47a 19417 org-rookfwwen-, .. [empty-. .. |2010-02-17TZ2. .. |[FC pool node-vwsn-assignment node-default is empby
& FO4a5 19415 org-rookfip-poa. .. jlempky-. .. [2010-02-17T2. .. |IP pool exk-magmt is empksy
& FO475 19416 org-raokfvmn-, .. lempky-, . [2010-02-17T2. .. |FC poal pork-wawn-assignment defaulk is empksy
hid
A
<

Cisco[l’va
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How UCSM Severity Mapped to Syslog
Level

UCSM Severity Syslog level (v1.3 and Syslog level (v1.4 and
prior) beyond)

Info Info Info
warning warning notifications
minor error warnings
major error error

critical critical critical

Cisco [lVf/
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UCSM Fault MIB Sub Tree

= Unified Computing Private MIB
— MIB registered under enterprises.cisco.ciscoMgmt.719

One fault table and two traps

Trap contains all the fault detalls to identify the nature and
cause of the fault

Switch Networking MIBs continue to be supported

SNMP configuration
— SNMP enabled/disabled
—  SNMPv3 users

— Trap Recipients

Cisco[l'l/f/
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UCS Monitoring and Alerting

Failure Analysis and Pro-active Support Cases

rﬁ Cisco Unified Computing System Manager - UCS-TME-LAB [__”E]m
1 1 Fa | - ions | G0 i e
= Smart Call-Home functionality e Lt RO (O
== é‘é all v E —ommunication Management » ﬁ Zall Home ﬁ Zall Home
u Slmllar tO MDS and Nexus mEChanlsmS o | General " Profiles | Call Home Policies I Swskern Inventorsy " Ewents || FSMl
q }
&4, Filter | = Export: | 5= Print
= Alert when thresholds are crossed
] ) e | association-Failed enabled [:]
» Thresholds set per organisation for servers ©-| | fcorfiouration-fairs enabled
Connectivicy -problem enaole
= Thresholds on UCS infrastructure central I e
. . . . . . equipmenkt-inoperable enabled
= Error rates indication of impending component failure equipment-problem ensbied
Fru-problem enabled [+
| SNMP traps ider:?:it';.-'—unestahlishable enabled
limit-reached =nabled
" SySIOg faCIIIty :T:l:ncahg:rnnent—services—Failure Z:ZE:Z:
. . managenme Properties for: Profile CiscoTAC-1 [__"Elm
= Call-Home event raised to Cisco support pover-oro R e
H . wolbage-pr " tGLeveli n_mm:I = -
= Pro-actively open support cases automatically versioning|[ o cEEoTee
= RMA defective hardware P e L]
Save Changes Reset Yalues
= Notification of customer via email and facilities above [ g E—
5y Logged in as a L2 Swskem Time: 2010-07-27T10:14
. . . . Emnail
= Customer can disable problem server, if profile in a 2
pool, it will reassociate to other server and boot -
]
Apply [ Cancel ][ Help ]
|
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UCSM Statistics

[ Root ] - :
/\ Statistics are instances of statsCurr
[ ] [topSyS ] Statistics are contained by monitored object
/ SYS — 5 most recent stats history records are contained by
- : the current stats instance.
[ ] equipmentChassis
sys/chassis-]_ Stats history are subclasses of the stats.

~
[equipmentChassisStats

sys/chassis-1/stats
e

[equipmentChassisStatsHist J
sys/chassis-1/stats/1

Statistics dn is often deducible.

J[e-quipmentChassisStatsHist ]
sys/chassis-1/stats/5

( /
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Stats Collection Policy

A Systemwide Set of Stats Collection Policies

(One per Application Domain) Allow Configuration of Collection and
Reporting Intervals.

*Domains: adapter, chassis, host, port, server

When a Collection Interval Is Changed, the reportinginterval Is
Restarted

= collectionlinterval: frequency that endpoints will send stats
updates to DME

= reportinginterval: frequency that DME will report stats updates
to external collectors and update stats history

RKCON1005 Cisco (ll/t”,/
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Network Statistics in UCSM

Server to IOM vNIC Port Statistics

Equipment ~ Servers | Lan | san | wm| admin |

L J

Filter: All -

EI5|

Generall wMIC Interfaces = Skatiskics I Faultsl Eventsl

Statistics | hark |

I+ =) | = Export |L'“',':'E- Prink | Toggle History Table B Modify Collection Paolicy
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[Z] e SEEVEFS

Elff Service Profiles
EI.‘E,;"E,L roak
EIEE:EE Sub-Crganizations
EI.‘E,;"E,L Skeve
E}f'f; base_test_hios_sm (e label)
-l 15CST WNICS

==l MICs

3B || 11T vricia
55 sm-base
- &3 Sub-Organizations
=1 &% Tim

a% Sub-Organizations
[—]-- Service Profile Templates
[=l- &% rook

a% Sub-Organizations
= & Palicies
= &% root

- ) adapter Policies

- & BIOS Defaults

Marne

Yalue

ang

Max

Min

Delta

1R wNIC Stats

Eﬁ Ethernet Pork Error Staks (rx)

Eﬁ Ethernet Port Communication Stats (rx)
Eﬁ Ethernet Port Communication Stats (Ex)
Eﬁ Ethernet Port Packets Stats (rx)

s Ethernet Port Packets Stats (bx)

-~ =y R (bytes)

Tx (bwtes)

R Dropped (packets)
Tx Dropped (packets)
R Errors (errars)

Tx Errors (errars)

R (packets)

= Tx (packets)
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Summary

What we have covered

= UCS Architecture abstracts the server from the hardware which
provides elasticity for infrastructure

= Unified I/O and network abstraction reduces the number of cables
required to connect to the infrastructure and allows flexibility for
connectivity

= Cisco innovation Is fundamental in building UCS and emerging
virtualisation technologies.

= UCS provides secure multi-tenancy support

= Because UCSM is central to all infrastructure it provides a centralised
fault monitoring, alerting, and statistics gather interface with call-home
capabillities

Cisco(l'l/f/
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Complete Your Online Session

Evaluation

Give us your feedback and receive
a Cisco Live 2013 Polo Shirt!

Complete your Overall Event Survey and 5
Session Evaluations.

= Directly from your mobile device on the
Cisco Live Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located

<

» Don’t forget to activate your
throughOUt the venue [lw’/ Cisco Live 365 account for
Polo Shirts can be collected in the World of access to all session material,

Solutions on Friday 8 March 12:00pm-2:00pm  communities, and on-demand and live activities throughout
the year. Log into your Cisco Live portal and click the

"Enter Cisco Live 365" button.
Cisco (l Vfr

www.ciscoliveaustralia.com/portal/login.ww
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